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ABSTRACT  

How can machine learning enhance safety management? This thesis explores the 
application of machine learning models to enhance safety management practices across 
diverse industries. The specific focus is on the prediction of incident severity using a 
comprehensive dataset and the evaluation of various algorithms, including Support Vector 
Machines (SVM), K-Nearest Neighbors (KNN), Random Forest, and Logistic Regression. 
Through rigorous analysis, the Random Forest model emerges as the top performer in 
accurately classifying incident severity. 

This research provides valuable insights into the integration of machine learning into 
safety management, highlighting its potential benefits and associated considerations. By 
addressing these challenges, we can fully harness the power of machine learning, enabling 
informed decision-making in safety management and fostering safer work environments. 
The findings of this study contribute to future research and advancements in the utilization 
of machine learning for improved safety management practices. 

Keywords: Safety management, Risk assessment, Machine learning, Incident severity. 

 

 الملخص  

تطبیق نماذج التعلم الآلي لتعزیز ممارسات    المذكرةتستكشف ھذه    السلامة؟كیف یمكن للتعلم الآلي تعزیز إدارة  
إدارة السلامة في مختلف الصناعات.  ینصب التركیز على التنبؤ بخطورة الحادث باستخدام مجموعة بیانات شاملة وتقییم  

  K-Nearest Neighbors (KNN)و   Support Vector Machines (SVM)  الخوارزمیات المختلفة ، بما في ذلك
أفضل   Random Forest   . من خلال التحلیل الدقیق ، یظھر نموذجLogistic Regressionو     Random Forestو

 .أداء في التصنیف الدقیق لشدة الحادث

یوفر ھذا البحث رؤى قیمة حول دمج التعلم الآلي في إدارة السلامة ، مع تسلیط الضوء على فوائده المحتملة  
والاعتبارات المرتبطة بھ.  من خلال مواجھة ھذه التحدیات ، یمكننا الاستفادة بشكل كامل من قوة التعلم الآلي ، وتمكین  

في إدارة السلامة وتعزیز بیئات العمل الأكثر أماناً.  تساھم نتائج ھذه الدراسة في الأبحاث المستقبلیة   ةمستنیر  اتاتخاذ قرار
 والتقدم في استخدام التعلم الآلي لتحسین ممارسات إدارة السلامة.

 .إدارة السلامة ، تقییم المخاطر ، التعلم الآلي ، خطورة الحوادثالكلمات المفتاحیة: 
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GENERAL INTRODUCTION 

In recent years, there has been an increasing interest in leveraging the power of 
machine learning models to enhance safety management practices. The ability of these 
models to analyze vast amounts of data, identify patterns, and make accurate predictions has 
opened up new possibilities for improving incident prevention, risk assessment, and 
decision-making in various industries. This thesis focuses on the application of machine 
learning techniques in safety management, specifically in predicting the severity of 
incidents. 

Safety management plays a vital role in ensuring the well-being of workers and 
minimizing risks in the workplace. Traditional approaches to safety management often rely 
on manual processes, which can be time-consuming and prone to human error. With the 
advent of artificial intelligence and machine learning, there is an opportunity to transform 
safety management practices by automating processes, extracting valuable insights from 
data, and enabling proactive decision-making. 

The objective of this thesis is to explore the potential of machine learning models in 
predicting  incidents severity, providing safety managers with valuable information to 
prioritize resources, implement appropriate risk mitigation strategies, and improve overall 
safety outcomes. By leveraging historical incident records and associated attributes, these 
models can learn from patterns and relationships to make accurate predictions, assisting 
safety management professionals in making informed decisions. 

To achieve this objective, we have conducted an extensive literature review, 
examining the current state of research and practice in utilizing machine learning algorithms 
for safety management. We have investigated various applications of machine learning in 
risk assessment, explored different implementation approaches across industries, and 
identified the benefits and challenges associated with integrating machine learning into 
safety management workflows. 

Drawing on this knowledge, we have developed a comprehensive methodology for 
predicting the severity of incident classes using machine learning models. We have carefully 
selected and analyzed a relevant dataset, applying exploratory data analysis techniques to 
gain insights into the data's characteristics. Pre-processing techniques have been employed 
to clean and transform the data, ensuring its quality and suitability for model training. 

To evaluate the performance of different machine learning algorithms, we have 
implemented and compared several state-of-the-art models, including support vector 
machines, k-nearest neighbors, random forest classifier, logistic regression, and multilayer 
perceptron. Evaluation metrics have been employed to assess the models' predictive 
performance, enabling us to identify the most effective approach for incident severity 
classification. 

Through our research, we have identified both the strengths and limitations of machine 
learning models in safety management. While these models demonstrate promising results 
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in accurately predicting incident severity, challenges such as data availability and quality, 
class imbalance, feature selection, and model interpretability need to be addressed for their 
widespread adoption. 

The findings of this thesis contribute to the growing body of knowledge on the 
application of machine learning in safety management. By harnessing the capabilities of 
artificial intelligence and machine learning algorithms, safety management professionals can 
gain valuable insights, improve incident prevention strategies, and enhance decision-making 
processes. Our work highlights the potential for machine learning models to revolutionize 
safety management practices and pave the way for safer work environments. 

In the subsequent chapters, we will delve into the foundational concepts of safety 
management, explore different types of machine learning algorithms, detail our 
methodology for incident severity prediction, present our experimental results, discuss the 
limitations and challenges encountered, and conclude with recommendations for future 
research and implementation in safety management. By the end of this thesis, we aim to 
provide a comprehensive understanding of the potential and implications of machine 
learning in enhancing safety management practices. 
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1.1 INTRODUCTION 
The field of safety management has seen significant advancements with the integration 

of Machine Learning models. Machine Learning techniques have been increasingly applied 
to various domains, including risk assessment, chemical health and safety, banking risk 
management, and construction safety. These applications have shown promising results in 
improving safety practices, predicting risks, and enhancing overall safety performance. This 
chapter presents a literature review that explores the utilization of Machine Learning models 
in safety management. It examines relevant studies, methodologies employed, key findings, 
and their implications for safety management practices. By reviewing the existing literature, 
this chapter aims to provide a comprehensive understanding of the current state of Machine 
Learning in safety management and identify areas for further research and improvement. 

1.2 USING ARTIFICIAL INTELLIGENCE AND MACHINE 
LEARNING IN SAFETY MANAGEMENT ENHANCEMENT  
A comprehensive study conducted by the National Safety Council has revealed the 

alarming reality of workplace safety issues, with an estimated annual loss of a staggering US 
$163 billion. Each year, over 4 million individuals seek medical attention due to work-
related injuries, while the year 2020 witnessed the tragic deaths of over 4,000 people in 
workplace accidents that the NSC believes could have been prevented with an improved 
safety management system.[1] 

These statistics demand urgent attention, not just from the health and safety team but 
also from business leaders, decision-makers, and managers who must actively engage in 
addressing safety risks. Although there is an increasing awareness regarding the importance 
of a safer work environment, many safety managers and HR professionals struggle to 
identify risks and implement adequate preventive measures to avoid incidents.[2] 

To accurately predict the occurrence of such incidents and proactively implement 
corrective and preventive actions, these professionals require access to data. It has become 
evident that reducing incidents is not solely achieved by focusing on major injuries or 
accidents but also by documenting and responding to safety observations and near-misses.[1] 

Recognizing this imperative, the European Agency for Safety and Health at Work 
published a policy briefing in 2021 emphasizing the need for health and safety teams to 
embrace emerging technologies such as Artificial Intelligence (AI) and Machine Learning 
(ML) to enhance safety processes. These advanced technologies can revolutionize safety 
management by providing insights, predictions, and automated systems that enable proactive 
measures to mitigate risks.[1] 

By leveraging AI and ML, organizations can analyze vast amounts of data, including 
incident reports, near-miss data, and safety observations, to identify patterns, detect potential 
risks, and generate accurate predictions. This empowers safety managers and HR 
professionals to take timely and targeted actions, preventing accidents and injuries before 
they occur. Additionally, AI and ML algorithms can continuously learn and adapt from new 
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data, improving the accuracy and effectiveness of safety management systems over time.[1], 
[2]  

1.3 LEVERAGING MACHINE LEARNING TECHNIQUES FOR 
SAFETY MANAGEMENT (RELATED WORKS) 

Machine Learning in Risk Assessment 

The article of Nicola et al [3] suggests a risk assessment approach based on Machine 
Learning, specifically a deep neural network (DNN) model, which was developed and tested. 
The study focused on a drive-off scenario involving an Oil & Gas drilling rig and showed 
reasonable accuracy and suitability of DNN for risk assessment. However, the authors 
caution that model selection and customization should be carefully carried out. The article 
highlights the importance of continuous risk assessment, improvement in learning past 
lessons, and the definition of techniques to process relevant data, which are to be coupled 
with adequate capability to deal with unexpected events and provide the right support to 
enable risk management.  

DNN and MLR models were trained on risk data and evaluated using metrics for 
precision, accuracy, and recall. DNN model had higher precision and accuracy but more 
false negatives than MLR model. MLR model had higher recall. 

Machine Learning and Deep Learning in Chemical Health and Safety 

The results from the research of Jiao et al [4] provide information on the use of 
Machine Learning and deep learning in chemical health and safety. The articles and books 
discuss the fundamentals and applications of Machine Learning in chemical safety and 
health-related model development, including predicting material/molecular properties, 
chemical discovery, and process conditions. The interdisciplinary studies combining 
Machine Learning and chemical health and safety have demonstrated their advantages in 
identifying trends and prediction assistance, which can greatly save manpower, material 
resources, and financial resources. The search results also provide a systematic review of 
techniques and applications of Machine Learning and deep learning in chemical health and 
safety, as well as recent applications of Machine Learning and artificial intelligence 
approaches in different areas of toxicology.  

Methodologies used are QSAR/QSPR model development with regression algorithms 
(MLR, PSO, GFA, SVM, ANN), integration of ML algorithms and dispersion models, and 
fault detection and diagnostics using neural networks. QSAR/QSPR models have high 
prediction accuracy, SVM and ANN are extensively used. ML algorithms, particularly 
ANNs, improve consequence prediction accuracy, including gas dispersion and source terms 
estimation. 
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Machine Learning in Banking Risk Management 

The article of Leo at al [5] discusses the use of Machine Learning in banking risk 
management. The article provides a literature review on the topic, covering theoretical 
background, risk management at banks, and Machine Learning. The authors suggest that 
Machine Learning can improve insight into client preferences, risk management, fraud 
detection, and credit underwriting. However, poorly managed machine-learning models 
could expose a bank to reputational, ethical, regulatory, and financial risks. The article 
recommends that banks refine their model governance and model validation practices to 
combat these risks.  

ML models used are Classification algorithms, Clustering analysis, Bayesian 
networks, Decision Trees, and Neural Networks. Classification algorithms like SVM have 
been effective in credit scoring and predicting default probabilities. ML techniques 
outperform traditional statistical methods in classification and prediction. ML models are 
still vulnerable to biases and issues similar to traditional statistical methods. 

Machine Learning in Construction Safety 

The article of Cao and Goh [6] describes how temporal analysis techniques can be 
applied to improve the safety management of construction data. Various time series (TS) 
methods were adopted for identifying the leading indicators or predictors of construction 
accidents. The data set used herein was obtained from a large construction company that is 
based in Singapore and contains safety inspection scores, accident cases, and project-related 
data collected from 2008 to 2015. Five projects with complete and sufficient data for 
temporal analysis were selected from the data set. The filtered data set contained 23 potential 
leading indicators, predictors or input variables of accidents. TS analyses were used to 
identify suitable accident predictors for each of the five projects. Subsequently, the selected 
input variables were used to develop three different TS models for predicting accident 
occurrences, and the vector error correction model was found to be the best model. It had 
the lowest root mean squared error value for three of the five projects analyzed. This study 
provides insights into how construction companies can utilize TS data analysis to identify 
projects with high risk of accidents.  

The study employed time series (TS) approaches to analyze construction safety and 
forecast the number of accidents for each project. The ANN (Artificial Neural Network) 
model is the only machine learning approach used. The VEC model was the most accurate 
for accident forecasting. The ARIMA model only considers past accidents and lacks 
consideration of other variables. The Artificial Neural Network (ANN) model had lower 
RMSE than VEC and ARIMA for project CVL01. 
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1.4 APPLICATIONS OF ML METHODS FOR RISK ASSESSMENT 
Risk assessment is a crucial aspect of safety management in various industries, 

including manufacturing, construction, healthcare, mining, energy, oil and gas, and many 
others. It involves identifying potential hazards, analyzing their likelihood and 
consequences, and determining the tolerances for such events. In complex systems 
engineering, sophisticated risk assessments are often made within safety engineering and 
reliability engineering when it concerns threats to life, natural environment, or machine 
functioning. The agriculture, nuclear, aerospace, oil, railroad, and military industries have a 
significant need for risk assessment to ensure safety and improve outcomes. Machine 
Learning methods have become increasingly popular in engineering risk assessment as they 
often aid the risk identification phase during risk assessments. 

The article of Hegde and Rokseth [7], aims to present a structured review of 
publications utilizing Machine Learning methods to aid in engineering risk assessment. The 
study aims to identify the most commonly used Machine Learning techniques for 
engineering risk assessment and highlight areas for future research. The study also provides 
valuable insights into the types of data used, data acquisition approaches, types of machine 
learning implementation, the integration of machine learning across risk assessment phases, 
and the utilization of machine learning methods in various industries. All of these aspects 
will be discussed in the following sections: 

1.4.1 Data Analysis and Acquisition 

1.4.1.1 Exploring Textual and Numerical Data Analysis 

This study explores the application of Machine Learning techniques in analyzing 
textual and numerical data to enhance risk analysis and safety measures in various industries. 
Textual data analysis involves techniques such as NLP, LSA, and ML models like RF and 
SGTB to extract meaningful information from safety incident narratives. It enables the 
identification of contributing factors, injury classification, and standardized coding. 
Numerical data analysis utilizes algorithms such as ensemble, clustering, and classification 
models to predict crash severity, assess risk factors, and analyze safety performance in 
domains like transportation and construction. The findings emphasize the potential of 
Machine Learning in uncovering hidden patterns and improving safety measures through 
data-driven approaches. 
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1.4.1.2 Types Of Data Acquisition Approaches 

Figure 1-1 illustrates the various approaches to data acquisition discussed in the 
literature. Here's what each approach means: 

Historically Available Data: This approach involves using existing data that has been 
collected and recorded in the past. It typically refers to datasets that were collected and made 
available for research purposes or were previously generated for other applications. In the 
context of the study mentioned, 89 articles utilized historically available data to develop 
machine learning-based risk assessment models. This means that researchers relied on pre-
existing datasets to train their models and make predictions about risk assessment. 

Real-Time Sensor Data: This approach involves collecting data in real-time from various 
sensors or monitoring devices. These sensors could be embedded in physical systems or 
environments and provide continuous or periodic measurements of specific parameters. In 
the study mentioned, 25 articles used real-time sensor data as inputs for their machine 
learning-based risk assessment models. This means that researchers collected data directly 
from sensors to feed into their models, enabling them to make risk assessments based on 
current and up-to-date information. 

Combination of Historically Available Datasets and Real-Time Sensor Data: This 
approach involves utilizing both historically available data and real-time sensor data 
together. In the mentioned study, 10 articles (review articles) describe using a combination 
of these two types of data for developing machine learning-based risk assessment models. 
By leveraging historical data along with real-time sensor data, researchers can create more 
comprehensive models that capture both the historical trends and the current state of the 
system being analyzed. This approach allows for a more holistic understanding of risk 
assessment. 

Figure 1-1: Input Data Acquisition Approaches Utilized to Build the Model 
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1.4.2 Types Of Implementations 

The researches are further categorized based on the type of implementation. Here's 
what each type of implementation means: 

Case Studies: Case studies refer to 59 articles that have used real-world scenarios or specific 
examples to validate the proposed machine learning models for risk assessment. These 
articles likely presented and analyzed actual cases or situations where the machine learning 
models were applied and assessed their effectiveness in addressing risk-related challenges. 

Real-World Implementation: This type includes 33 articles that describe the development 
of machine learning-based risk assessment tools or applications specifically designed for 
real-world use. These articles likely focused on creating practical solutions that can be 
implemented in real-world settings, such as industries, organizations, or systems, to assess 
and manage risks effectively using machine learning techniques. 

Experimental Tests: This type comprises 17 articles that have validated their machine 
learning models for risk assessment through experimental setups. These articles likely 
conducted controlled experiments in laboratory or controlled environments to evaluate the 
performance and accuracy of their models. The experimental tests could involve simulated 
scenarios or controlled data collection to assess the models' capabilities and measure their 
effectiveness in risk assessment tasks. 

Simulator Tests: This type consists of 6 articles that have used a simulator environment to 
test the developed machine learning models for risk assessment. These articles likely utilized 
computer-based simulations to create virtual environments that mimic real-world conditions 
or systems. The models were then tested within these simulated environments to evaluate 
their performance and assess their suitability for risk assessment applications. 

Figure 1-2: Researches Classified by Type of Implementation. 
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1.4.3 Machine Learning Methods Used in Risk Assessment 

Figure 1-3 presents the top ten learning algorithms commonly employed for risk 
assessment. Among the reviewed researches, artificial neural networks (ANNs) are utilized 
for risk assessment in 36 different researches, making it the most frequently used algorithm. 
Support vector machines (SVMs) closely follow with 30 applications, and decision trees 
(DTs) are used in 18 applications. Overall, a total of 68 different Machine Learning methods 
are applied across the selected literature to perform risk assessment. 

Artificial Neural Networks (ANNs) are the most frequently used Machine Learning 
method in risk assessment. ANNs are favored due to their ability to establish meaningful 
relationships between input and output variables using non-linear mathematical equations. 
ANNs offer advantages such as not requiring extensive statistical training and being capable 
of detecting all possible interactions between input and output variables. These factors 
contribute to their popularity in the selected literature. However, ANNs have disadvantages 
that should not be overlooked. They are prone to overfitting, meaning their relationships may 
be specific to a particular dataset. Additionally, ANNs are considered "black box" methods, 
unable to explicitly identify causal relationships between input and output variables. 
Trusting the output of such methods can be challenging. 

Overall, the conclusions highlight the dominance of ANNs in risk assessment, the 
limitations of these methods, and the challenges encountered in conducting a comprehensive 
literature review due to terminology variations and metadata issues. 

 
 

Figure 1-3: Frequently Used Machine Learning Methods in Risk Assessment. 
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1.4.4 Machine Learning Applications in Risk Assessment Phases 

Figure 1-4 displays a Venn diagram that depicts the classifications of the researches. 
Among them, 34 articles primarily concentrate on utilizing Machine Learning for risk 
identification. 7 researches center around using Machine Learning for risk analysis, while 
only 1 article pertains to the use of Machine Learning for risk evaluation activities. 
Furthermore, 19 researches focus on all three phases of risk assessment, namely risk 
identification, analysis, and evaluation. 

 

 

 

 

 

 

 

 

 

 

The analysis presented in Figure 1-4 reveals an imbalance in the focus of Machine 
Learning applications within risk assessment. Specifically, there is a disproportionate 
emphasis on the risk identification and analysis phases, with limited attention given to the 
risk evaluation phase. 

Surprisingly, out of the 124 articles reviewed, only one article (Curiel-Ramirez et 
al., 2018)[8] focuses solely on risk evaluation. This article demonstrates how a vision-based 
system can assist in evaluating an ideal steering angle for an autonomous road vehicle. This 
indicates a lack of dedicated research and development in the area of risk evaluation using 
Machine Learning methods. 

It can be argued that the risk identification phase is relatively easier to address 
compared to the applications requiring risk analysis or evaluation. An example provided is 
the work of (Zhou et al. (2018))[9], where a vision-based Machine Learning algorithm is 
developed to identify critical parts during the inspection of railway locomotives. In this case, 
the main objective is to identify the object of interest rather than taking evident actions or 
making evaluative judgments based on the identified risks. 

Figure 1-4: Classification of Researches with Respect to The Three Risk Assessment Phases 
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These findings highlight a potential gap in the application of Machine Learning within 
risk assessment, with a need for more emphasis on developing methods and models for risk 
evaluation. While Machine Learning algorithms can effectively aid in risk identification and 
analysis, further research is required to enhance their capabilities in supporting risk 
evaluation processes, enabling organizations to make informed decisions and take 
appropriate actions based on the assessed risks.  

1.4.5 Machine Learning Applications in Various Industries  

Machine Learning techniques utilized in various industries for conducting risk 
assessment. It is evident from the findings that the aviation industry has implemented 
Machine Learning in 6 applications, healthcare industry in 3 applications, workplace safety 
industry in 2 applications, oil and gas industry in 2 applications, and the energy industry in 
2 applications. The automotive industry takes the lead with 29 applications, while the 
construction industry follows closely with 20 applications of Machine Learning for risk 
assessments. Furthermore, a total of 17 diverse industries have ventured into utilizing 
Machine Learning for risk assessment purposes. 

The review also identified 10 researches that propose generic methods applicable 
across industries, without specific industry limitations. The study reveals a wide array of 
Machine Learning algorithms being employed to address risk assessment-based problems. 

1.4.6 Types Of Implementations of Machine Learning in Various Industries 
Table 1-1: Type of Implementation in Each Industry. 

Industry 
Types of implementations 

Case 
study 

Real-world 
implementation 

Experimental 
tests 

Simulator 
tests Review 

Automotive 6 12 3 5 3 
Aviation 4 1 1 0 0 

Construction 10 6 4 0 0 
Energy 2 0 0 0 0 

Healthcare 2 0 1 0 0 
Oil & Gaz 1 0 1 0 0 
Workplace 2 0 0 0 0 

Table 1-1 expands upon the analysis conducted in Figure 1-2 by examining the 
Research dataset categorized by industry. In Table 1-1, the darker green shaded cells indicate 
a higher number of contributing researches, while the red shaded cells indicate a lower 
number of contributions. The findings reveal that researches pertaining to the automotive 
industry frequently validate their models through real-world implementations. Furthermore, 
simulator-based implementations are exclusively utilized by researches focusing on the 
automotive industry. Conversely, researches associated with the construction industry 
validate their findings using case studies, real-world implementations, or experimental tests. 
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While the industries of aviation, healthcare, oil and gas, and workplace safety focusing on 
case studies to validate their findings. 

1.4.7 Input Data Used to Build Machine Learning Model in Each Industry 
Table 1-2: Collection of Input Data Used to Build Machine Learning Models for Risk Assessment 

in Different Industries. 

Industry Input data used in literature to train the Machine Learning models 
for risk assessment 

Automotive 

'merging traffic data from a work zone in Singapore', 'textual accident 
description', 'car sensor data', 'steering angle', 'vehicle sensors', 'injury 
severity', 'gender', 'seatbelt', 'cause of crash', 'location type', 'lighting 
condition', 'weather conditions', 'road surface condition', 'occurrence', 

'shoulder type', 'accident location', 'environmental conditions', 'primary 
cause', 'injury levels of occupants', 'number of lanes', 'horizontal 

curvature', 'vertical grade', 'temperature', 'humidity', 'precipitation', 'wind 
speed', 'cloudiness', 'accident data', 'roadway characteristics',... 

Construction 

'Output from monte carlo simulations', 'textual injury reports', 'workplace 
hazard information', 'accident and incident data from interviews', 
'incident reports', 'safety events', 'accident data', 'video', 'motion 

detection', 'predictions from mathematical models', 'results from field 
inspections', 'concrete thickness', 'employee status', 'employee company', 
'occupation', 'occupation group', 'seniority', 'work demands', 'body part 

discomfort', 'psychosocial needs', 'work rhythm', 'work extension', 'work 
life balance', 'workplace risk assessment', 'accident data', 'augmented 

images',… 

Aviation 'Aviation incident reports', 'aviation accident data', 'incident reports', 
'flight-data records’,… 

Healthcare 'Physiological signals', 'accelerometer reading', 'gyroscope reading', 
'magnetometer reading',… 

Workplace 
safety 

'Textual accident narratives' 

Oil & gas 'Accident data', ‘underwater vehicle sensors’ 

Environmental 
engineering 

'Process measurements', 'process parameters', 'source risk index', 'air risk 
index', 'water risk index', 'target vulnerability' 

Energy 'Generated operating points', 'voltage signals' 
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Table 1-2 provides a collection of input data used to build Machine Learning models 
for risk assessment in different Industries. 

The type of input data used in Machine Learning-based risk assessment can vary 
based on the industry or application. This suggests that different data sources are utilized by 
authors when developing their Machine Learning models.  

The availability and quality of data sources can significantly impact the effectiveness 
and applicability of the proposed Machine Learning models. For instance, in the case of 
predicting road accident severity, the developed model's performance may heavily rely on 
the quality and availability of the input data source. If the data source is limited or of 
substandard quality, it may not be feasible for other researchers to adopt or reuse the 
proposed method. 

The outcome of a Machine Learning model is highly dependent on the availability of 
the input data source. This dependency can hinder the adoption, repeatability, and 
benchmarking of proposed methods in the literature. 

1.5 CONCLUSION 
Safety management is of utmost importance in various domains to prevent accidents, 

mitigate risks, and ensure the well-being of individuals. With the advancements in Machine 
Learning and data-driven approaches, there is a significant opportunity to enhance safety 
practices and improve overall safety outcomes. By leveraging large datasets, sophisticated 
algorithms, and predictive models, Machine Learning can help identify potential hazards, 
predict risks, and develop proactive strategies to prevent incidents. The integration of 
Machine Learning into safety management processes enables organizations to analyze vast 
amounts of data, identify patterns, and make data-driven decisions that can have a profound 
impact on safety outcomes. This combination of human expertise and Machine Learning 
capabilities empowers safety professionals to implement proactive measures, anticipate 
risks, and foster a culture of safety within their organizations. Ultimately, the adoption of 
Machine Learning in safety management holds great potential for achieving higher levels of 
safety, reducing accidents, and protecting the well-being of individuals in various domains. 
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2.1 INTRODUCTION 
This chapter focuses on safety management and its integral components, including risk 

assessment, safety concepts, and the integration of Machine Learning (ML) in risk 
assessment. We begin by defining safety management and highlighting its importance in 
various industries. We then explore key safety concepts such as hazard identification, 
incident reporting and investigation, and safety culture. Moving on to risk assessment, we 
discuss its process, methods, and limitations. Lastly, we examine how ML can enhance risk 
assessment by utilizing advanced data analysis and predictive modeling techniques. Through 
this chapter, readers will gain a comprehensive understanding of safety management and its 
key components, setting the stage for exploring ML's role in risk assessment. 

2.2 FOUNDATIONS OF SAFETY MANAGEMENT 

2.2.1 What Is Safety Management?  

Safety management is a crucial organizational function that involves the systematic 
Application of a set of principles, frameworks, processes, and measures to prevent accidents, 
Injuries, and other adverse consequences that may arise from using a product or service. Its 
Main purpose is to assist managers in designing and implementing operational systems in a 
Way that ensures safety and minimizes risks.  

Safety management involves the prediction of potential system deficiencies before 
Errors occur, and professional analysis of safety occurrences to identify and correct any 
Deficiencies. It requires a systematic approach to managing safety, which includes the 
Necessary organizational structures, policies, and procedures to ensure that all safety risks 
Have been identified, assessed, and satisfactorily mitigated. The ultimate goal of safety 
Management is to ensure the safety of all individuals involved in the operation, while also 
Enhancing productivity and minimizing liabilities.[10] 

2.2.2 The Importance of Safety Management 

Safety management is crucial for creating a work environment that is free from injuries 
and accidents. It not only attracts employees but also enhances their satisfaction and 
productivity. Employers have the responsibility to protect their employees and ensure a safe 
working environment. Workplace safety is essential for the well-being of both employees 
and employers. It helps prevent human casualties, provides assurance to employees, and 
addresses occupational safety and health risks.[11], [12]  

2.2.3 Benefits of Safety Management 

Implementing effective safety measures brings several benefits. A safe and healthy 
work environment promotes productivity, reduces operational costs, and improves the 
quality of products and services. It enhances the wellness of employees, leading to better 
health and efficiency. A safe workplace results in fewer accidents, less downtime for 
investigations, and reduced costs for worker’s compensation. It also prevents damage to 
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industrial equipment, minimizing expenses and increasing profits. Furthermore, a focus on 
employee safety boosts confidence and comfort, reduces absenteeism, and improves 
employee focus and task performance.[12] 

2.2.4 Base Components Required by OSHA for Safety Management 

The Occupational Safety and Health Administration (OSHA) has established federal 
standards for process safety management in various industries. To ensure safety 
management, OSHA requires businesses to adhere to certain minimum elements, including: 

− Developing and maintaining safety information on workplace processes and chemical 
hazards. 

− Conducting industry risk assessments, identifying potential sources of hazardous releases, 
and evaluating the effects on employee safety. 

− Consulting with experts and representatives to develop risk assessments and accident 
prevention plans. 

− Establishing response systems for risk assessment findings, focusing on mitigation, 
prevention, and emergency response. 

− Regularly reviewing the workplace risk assessment and response system. 
− Developing standard operating procedures, including working restrictions and safety 

practices. 
− Providing written operating information and training to employees, emphasizing hazards 

and safety practices. 
− Ensuring that contract workers and contractors receive adequate information and training. 
− Training employees and contractors in emergency response procedures. 
− Establishing a quality assurance program for parts and maintenance materials. 
− Ensuring compliance with process safety management regulations to protect employees 

from preventable harm.[11] 

2.3 SAFETY CONCEPTS  

2.3.1 Hazard Identification 

One of the fundamental causes of workplace injuries, illnesses, and incidents is the 
failure to identify or acknowledge existing or potential hazards. A proactive and continuous 
process of hazard identification is a crucial component of an effective safety and health 
program.[13] 

2.3.1.1 What is Hazard Identification?  
Hazard identification is an integral part of the broader risk assessment process, which 

aims to determine if a situation, item, or entity carries the potential to cause harm. It involves: 

− Identifying hazards and risk factors that have the potential to cause harm (hazard 
identification). 
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− Analyzing and evaluating the level of risk associated with each identified hazard (risk 
analysis and risk evaluation). 

− Determining appropriate measures to eliminate the hazard or control the risk, especially 
when complete elimination is not feasible (risk control). 

The ultimate objective of hazard identification is to identify and document potential 
hazards within the workplace. Conducting the inspection as a team, involving individuals 
familiar with the work area as well as those who are not, can provide a comprehensive 
perspective, leveraging both experience and fresh eyes. By actively identifying hazards, 
organizations can take proactive steps to mitigate risks and create a safer work 
environment.[13], [14] 

2.3.1.2 Process of Hazard Identification  

The process of hazard identification involves the following action items: 

1. Collect Existing Information About Workplace Hazards 
Gather and review available information, such as equipment manuals, safety data sheets, 
incident reports, workers’ compensation records, and input from workers. 

2. Inspect The Workplace for Safety Hazards 
Conduct regular inspections of all operations, equipment, work areas, and facilities, 
involving workers in the inspection process. Document the inspections and address 
identified hazards promptly. 

3. Identify Health Hazards 
Identify chemical, physical, biological, and ergonomic hazards that workers may be 
exposed to. Review safety data sheets, product labels, exposure monitoring results, 
medical records, and conduct quantitative exposure assessments. 

4. Conduct Incident Investigations 
Thoroughly investigate workplace incidents, injuries, illnesses, and near misses to 
identify root causes and prevent future occurrences. Develop a clear plan, involve a 
trained investigative team, analyze root causes, and communicate the investigation 
results. 

5. Identify Hazards Associated with Emergency and Nonroutine Situations 
Identify foreseeable emergency scenarios and nonroutine tasks and develop plans and 
procedures to respond to hazards in such situations. Consider fires, chemical releases, 
startups, maintenance activities, and other potential emergencies. 

6. Characterize the Nature of Identified Hazards, Identify Interim Control Measures, 
and Prioritize Hazards for Control 
Assess the hazards identified, understand potential outcomes and worker exposures, 
implement interim control measures to protect workers temporarily, and prioritize 
hazards based on severity, likelihood, and number of exposed workers.[13] 
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2.3.2 Incident Reporting and Investigation 

Under clause 10.2 of ISO 45001, companies need to establish, implement and maintain 
a process for the investigation and reporting of incidents. Taking corrective action, the 
company can be better equipped to react to future incidents and manage them 
effectively.[15] 

2.3.2.1 What is Incident Reporting and Investigation? 

Incident reporting and investigation involve the examination and analysis of worksite 
incidents, including fatalities, injuries, illnesses, and close calls. This process provides 
employers and workers with an opportunity to identify hazards within their operations and 
deficiencies in their safety and health programs. It focuses on understanding the root causes 
of incidents rather than assigning blame, aiming to implement corrective actions that prevent 
future occurrences. By involving a collaborative effort between managers and employees, 
incident reporting and investigation foster workplace morale and productivity by showcasing 
an employer’s commitment to a safe and healthy work environment. It goes beyond 
immediate causes, delving into underlying factors and systemic changes required for 
prevention.[16], [17] 

2.3.2.2 Importance of Incident Reporting and Investigation 

Incident reporting and investigation play a vital role in maintaining workplace safety 
and preventing future incidents. An incident is an unplanned event that results in injury, near 
misses, or dangerous occurrences. Investigating incidents involves a comprehensive 
examination of all contributing factors and causes to uncover the chain of events leading to 
the incident. Causes are typically categorized as direct, indirect, and root causes.[16], [17] 

Direct causes are the immediate actions triggered by the root cause. Indirect causes are 
the hidden or latent factors that contribute to the incident. Root causes represent the 
fundamental reason behind the event and may not be immediately apparent. Understanding 
these causes is essential for implementing effective preventive measures.[16], [17] 

By conducting thorough incident reporting and investigation, organizations can foster 
a culture of safety, address deficiencies, and identify areas for improvement in their safety 
protocols. This proactive approach promotes continuous learning, risk mitigation, and the 
overall well-being of workers. It allows for the implementation of necessary changes to 
prevent similar incidents in the future, safeguarding the workforce and enhancing the overall 
safety and productivity of the workplace.[16], [17] 
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2.3.2.3 Process of Incident Reporting and Investigation  

To prepare for an incident investigation and subsequent report, we will need several 
documents. Once we have determined the level of investigation needed, our procedure 
should follow the following steps: 

1. Form an Investigation Team 
− Allocate resources and ensure team competency. 
2. Determine Your Incident Statement 
− Agree on investigation format and formulate a comprehensive incident statement. 
3. Gather the Information 
− Use a systematic approach and checklist. 
− Address critical questions and collect witness statements, photographs, measurements, 

and review documents. 
4. Analyze the Evidence Gathered 
− Consider physical, human, and administrative factors. 
− Evaluate equipment condition, training, supervision, policies, and procedures. 
5. Conduct Root Cause Analysis 
− Identify contributing factors in sequential order. 
− Determine immediate, underlying, and root causes. 
6. Write an Investigation Report 
− Include essential information such as date, time, place, and investigator’s name. 
− Describe the incident and its causes. 
− Document resources used and corrective actions taken. 
− Provide a concise, clear, factual report.[15] 

2.3.3 Safety Culture  

A safety culture refers to the organizational culture that emphasizes the importance of 
safety beliefs, values, and attitudes, which are shared by the majority of individuals within 
the company or workplace. It can be described as “the way we do things around here.” When 
a positive safety culture is established, it can lead to improved workplace health and safety 
(WHS) and overall organizational performance.[18] 

Organizational safety culture encompasses various aspects, often summarized as “how 
people in the company behave when no one is looking.” It comprises several subcultures 
that contribute to the overall safety culture of the organization.[19] 

2.3.3.1 Subcultures Within Safety Culture  

1. Flexible culture 
Similar to the ability to anticipate system requirements, a flexible culture allows for 

adapting and reconfiguring the system to handle the pressures it faces. 
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2. Reporting culture 
Similar to the ability to monitor, individuals within the organization feel entirely 

comfortable reporting threats, errors, undesirable conditions, and near-misses. These reports 
serve as crucial information for managers to assess the system’s resilience levels and areas 
where resilience may be compromised. 

3. Informed culture 
Similar to the ability to respond, all components of the system possess the necessary 

knowledge of their roles and expectations within the larger system. 

4. Learning culture 
Similar to the ability to learn, the system can reconfigure itself based on lessons 

learned from past experiences. 

5. Just culture 
People working in the system trust that they will be treated fairly in case of unsafe 

acts. The acceptance of the New View of error is key to establishing a successful just 
culture.[19] 

2.3.3.2 Crucial Culture Actions for Fostering Positive Safety Culture 

The Construction Safety Competency Framework has identified nine crucial culture 
actions that are essential for fostering a positive safety culture. These actions can be easily 
implemented by companies of any size and often require minimal financial investment. 
Below are the detailed descriptions of each of the nine culture actions.[18] 

Culture action 1: Communicate company values 

Clearly communicate and reinforce the safety values and beliefs of the organization 
through various channels, such as policy statements, posters, and regular communication 
methods. 

Culture action 2: Demonstrate leadership 

Lead by example and consistently convey the importance of work health and safety 
through active engagement, wearing personal protective equipment, conducting inspections 
and risk assessments, and facilitating toolbox talks. 

Culture action 3: Clarify required and expected behaviors 

Clearly communicate the specific behaviors and actions expected of employees, 
addressing inappropriate behaviors and reinforcing appropriate ones. 

Culture action 4: Personalize safety outcomes 

Emphasize the personal impact of risks, injuries, and fatalities, and highlight the 
importance of individual responsibility for safety and health. Make safety relevant and 
emotional for individuals. 
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Culture action 5: Develop positive safety attitudes 

Foster attitudes and beliefs that support safe behavior by encouraging employees to 
challenge unsafe behaviors, recognize positive attitudes, and establish shared values 
centered around safety. 

Culture action 6: Engage and own safety responsibilities and accountabilities 

Increase individual involvement and ownership in the safety management process by 
promoting understanding, proactive hazard identification, and risk management. Foster 
engagement through employee input, relationship-building, and trust. 

Culture action 7: Increase hazard/risk awareness and preventive behaviors 

Enhance individuals’ understanding of work health and safety outcomes associated 
with their decisions and actions. Facilitate meaningful two-way communication to generate 
preventive behaviors among employees and contractors. 

Culture action 8: Improve understanding and effective implementation of safety 
management systems 

Increase knowledge of hazard management and safety processes by involving senior 
management in the actual work, promoting identification of unsafe practices, continuous 
improvement, problem-solving, and adherence to safety standards. 

Culture action 9: Monitor, review, and reflect on personal effectiveness 

Continuously gather feedback on the effectiveness of culture actions and safety-
related behaviors through various sources of information. Use this feedback to fine-tune and 
improve safety leadership and the implementation of other culture actions. Foster positive 
relationships with managers and the workforce to promote a supportive safety culture.[18] 

2.4 SAFETY MANAGEMENT SYSTEM (SMS) 
A Safety Management System (SMS) is a program designed to promote safety and 

Reduce risk to employees and the public in all operations[20]. It is a formalized organization-
wide approach to helping a business achieve an acceptable level of workplace safety[21]. 
The Main goal of safety and health programs is to prevent workplace injuries, illnesses, and 
Deaths, as well as the suffering and financial hardship these events can cause for workers, 
Their families, and employers.[22] 

The four components of a safety management system are management commitment 
and Employee involvement, worksite analysis, hazard prevention and control, and safety and 
Health training[23]. Safety management systems are implemented in various industries, 
Including aviation, to manage safety risk in the workplace[24]. Effective safety management 
Systems prevent injuries, process failures, and improve the long-term profitability of 
Organizations.[20] 
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2.4.1 Management Commitment and Employee Involvement 

This element involves the active participation and support of management in 
establishing a safety policy, allocating resources, and engaging employees in the 
development and implementation of safety programs. It emphasizes the importance of 
creating a safety culture throughout the organization.[25] 

2.4.2 Worksite Analysis 

This element focuses on identifying and assessing hazards in the workplace. It includes 
evaluating physical, chemical, and biological hazards that may pose risks to employees’ 
safety and health. Worksite analysis helps in understanding the potential risks and taking 
appropriate measures to address them.[20]  

2.4.3 Hazard Prevention and Control 

This element encompasses the development and implementation of procedures and 
policies to eliminate or control hazards in the workplace. It involves implementing 
engineering controls, administrative controls, and personal protective equipment to mitigate 
risks and create a safer working environment.[26] 

2.4.4 Safety And Health Training 

This element emphasizes providing employees with the necessary knowledge and 
skills to identify and control hazards. Training programs help raise awareness about safety 
practices, procedures, and regulations, empowering employees to actively contribute to a 
safer workplace.[21].  

Effective safety management systems are designed to manage safety risk in the 
workplace and can be created to fit any business type and/or industry sector.[27] 

Figure 2-1: The Four Components of a Safety Management System 
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2.5 RISK ASSESSMENT (AS STATED IN ISO 31000) 

2.5.1 Overview 

Risk assessment is the overall process of identifying, analyzing, and evaluating risk. 
It is important that risk assessment is conducted systematically, iteratively, and 
collaboratively, relying on the knowledge and opinions of stakeholders. The best available 
information should be used, supplemented if necessary by further investigation.[28] 

2.5.2 Risk Assessment Phases 

2.5.2.1 Risk Identification 

The purpose of risk identification is to search for, recognize, and describe risks that 
may help or hinder an organization in achieving its objectives. It is essential that the 
information used for risk identification is relevant, appropriate, and up to date. 

The organization can use a range of techniques to identify uncertainties that may 
impact one or more objectives. 

The following factors and their relationships should be considered: 

− Tangible and intangible risk sources. 
− Causes and events. 
− Threats and opportunities. 
− Vulnerabilities and capabilities. 
− Changes in the external and internal context. 
− Indicators of emerging risks. 
− Nature and value of assets and resources. 
− Consequences and their impact on objectives. 
− Limitations of knowledge and reliability of information. 
− Time-related factors. 
− Biases, assumptions, and beliefs of involved individuals. 

The organization should identify risks, whether their sources are under its control or 
not. It should be noted that there may be multiple types of outcomes with various tangible 
or intangible consequences.[28] 

2.5.2.2 Risk Analysis 

The purpose of risk analysis is to understand the nature of the risk and its 
characteristics, including the level of risk, if applicable. Risk analysis involves detailed 
consideration of uncertainties, risk sources, consequences, likelihood, events, scenarios, 
control measures, and their effectiveness. An event can have multiple causes and 
consequences and affect multiple objectives. 

Risk analysis can be conducted at different levels of detail and complexity depending 
on the purpose of the analysis, availability and reliability of information, and available 



Chapter Two – Safety Management 

23 | P a g e  
 

resources. Analysis techniques can be qualitative, quantitative, or a combination thereof, 
depending on the circumstances and intended use. Risk analysis should take into account 
factors such as: 

− Likelihood of events and consequences. 
− Nature and significance of consequences. 
− Complexity and interconnections. 
− Time-related factors and volatility. 
− Effectiveness of existing control measures. 
− Levels of sensitivity and confidence. 

Risk analysis can be influenced by differences in opinions, biases, risk perceptions, 
and judgments. Additional influences include the quality of information used, assumptions 
and exclusions made, any limitations of techniques, and how they are implemented. These 
influences should be considered, documented, and communicated to decision-makers. 

Extremely uncertain events can be difficult to quantify. This can be problematic when 
analyzing events with severe consequences. In such cases, the use of a combination of 
techniques generally leads to a deeper understanding. 

Risk analysis provides data for assessing risk, making decisions on whether or not to 
treat it, and how to do so, as well as selecting the most effective treatment strategy and 
methods. The results provide information for decision-making when choices need to be made 
and options involve different types and levels of risk.[28] 

2.5.2.3 Risk Evaluation 

The purpose of risk evaluation is to lead to more informed decisions. Risk evaluation 
involves comparing the results of risk analysis to established risk criteria to determine if 
further action is required. This can result in the decision to: 

− Take no further action. 
− Explore risk treatment options. 
− Conduct further analysis to better understand the risk. 
− Maintain existing risk control measures. 
− Review objectives. 

Decisions should consider a broader context and the actual and perceived 
consequences for external and internal stakeholders. The outcome of risk evaluation should 
be recorded, communicated, and validated at appropriate levels within the organization.[28] 

2.5.3 Purpose And Benefits 

As stated in ISO 31010, the purpose of risk assessment is to provide evidence-based 
information and analysis that can support decision-making processes regarding the treatment 
of specific risks and the selection of options. In other words, risk assessment aims to gather 
and analyze data about risks in order to provide a foundation for informed decision-making. 
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There are several benefits associated with performing risk assessment, as outlined in 
ISO 31010 [29]: 

Understanding the risk and its potential impact upon objectives: Risk assessment helps 
stakeholders gain a clear understanding of the risks they face and the potential consequences 
these risks may have on their objectives. This understanding is crucial for developing 
effective risk management strategies. 

Providing information for decision makers: Risk assessment provides decision makers 
with valuable information regarding the risks involved in various options or courses of 
action. This information enables them to make well-informed decisions that consider the 
potential risks and benefits associated with each option. 

Contributing to the understanding of risks for treatment option selection: Risk 
assessment helps in the evaluation and comparison of different treatment options for 
managing risks. By assessing and quantifying risks, decision makers can select the most 
appropriate treatment option that effectively mitigates or controls the identified risks. 

Identifying important contributors to risks and weak links in systems and 
organizations: Risk assessment enables the identification of key factors or contributors that 
significantly influence the occurrence or severity of risks. It also helps identify weak links 
or vulnerabilities in systems and organizations, allowing for targeted risk management 
efforts to strengthen these areas. 

Comparing risks in alternative systems, technologies, or approaches: Risk assessment 
allows for the comparison and evaluation of risks associated with different systems, 
technologies, or approaches. This comparison assists in selecting the option that presents the 
most favorable risk profile. 

Communicating risks and uncertainties: Risk assessment provides a structured 
framework for communicating risks and uncertainties to stakeholders. This promotes 
transparency and facilitates effective risk communication among decision makers, risk 
owners, and other relevant parties. 

Assisting with establishing priorities: Risk assessment helps in prioritizing risks based on 
their likelihood and potential impact. This prioritization ensures that resources and efforts 
are allocated to address the most significant risks first. 

Contributing towards incident prevention based upon post-incident investigation:  

By analyzing risks and their underlying causes, risk assessment aids in identifying areas for 
improvement and implementing preventive measures. It helps organizations learn from past 
incidents and reduce the likelihood of similar incidents occurring in the future. 

Selecting different forms of risk treatment: Risk assessment provides the necessary 
information to support the selection of appropriate risk treatment strategies. It assists in 
determining whether risks should be avoided, mitigated, transferred, or accepted based on 
their assessment results. 
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Meeting regulatory requirements: Risk assessment helps organizations meet regulatory 
and legal obligations by providing a systematic approach to identify, assess, and manage 
risks. It ensures compliance with relevant standards, regulations, and industry best practices. 

Providing information to evaluate risk acceptance against pre-defined criteria:  

Risk assessment offers a basis for evaluating whether a risk should be accepted based on 
predefined criteria. This evaluation helps decision makers determine whether the potential 
benefits outweigh the associated risks and make informed decisions about risk acceptance. 

Assessing risks for end-of-life disposal: Risk assessment plays a role in evaluating the risks 
associated with the disposal of products, systems, or assets at the end of their life cycle. It 
helps identify and manage potential hazards and environmental impacts during the disposal 
process. 

2.6 UNLOCKING SAFETY POTENTIAL: MACHINE LEARNING IN 
SAFETY MANAGEMENT 
Machine Learning provides numerous advantages in the realm of safety management. 

Below are a few notable benefits that come with its application: 

Risk prediction and prevention: Machine Learning algorithms can analyze large volumes 
of data to identify patterns and predict potential safety risks. By analyzing historical data, 
Machine Learning models can help identify factors and conditions that contribute to safety 
incidents, allowing organizations to take proactive measures to prevent accidents or mitigate 
risks.[3], [30], [31] 

Real-time monitoring and alerting: Machine Learning algorithms can monitor safety-
related data in real-time, such as sensor data, employee behavior, or environmental 
conditions. This enables organizations to detect anomalies or unsafe conditions promptly. 
By providing real-time alerts, Machine Learning systems can help prevent accidents or 
trigger immediate responses to mitigate risks.[31]–[33] 

Improved incident response: Machine Learning algorithms can assist in incident response 
by analyzing data collected during safety incidents. These algorithms can identify patterns, 
root causes, or contributing factors to incidents, enabling organizations to develop more 
effective response strategies. By learning from past incidents, Machine Learning models can 
provide valuable insights and recommendations to prevent similar incidents in the future.[2], 
[34] 

Enhanced safety training: Machine Learning algorithms can analyze data on employee 
behavior, near misses, or incidents to identify areas where additional safety training is 
needed. By identifying patterns and trends, Machine Learning can help organizations 
develop targeted training programs to address specific safety risks or improve employee 
safety awareness.[35], [36] 
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Data-driven decision-making: Machine Learning enables organizations to make data-
driven decisions when it comes to safety management. By analyzing large and complex 
datasets, Machine Learning models can identify hidden correlations, identify high-risk areas, 
or recommend interventions to improve safety. This helps organizations prioritize safety 
efforts, allocate resources effectively, and continuously improve safety performance.[31], 
[37] 

Predictive maintenance: Machine Learning can be applied to equipment and machinery to 
predict maintenance needs and detect potential failures. By monitoring sensor data, historical 
maintenance records, and other relevant information, Machine Learning models can identify 
signs of equipment malfunction or deterioration. This allows organizations to schedule 
proactive maintenance, reducing the risk of accidents or incidents caused by equipment 
failure.[38]–[40]  
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3.1 INTRODUCTION  
In recent years, machine learning has emerged as a popular and widely used 

technology, and its applications have been extended to various fields, including healthcare, 
finance, retail, and more. Machine learning is the science and art of programming computers 
so they can learn from data. In this chapter, we provide an overview of machine learning and 
machine learning models, their types, and their applications. 

3.2 WHAT IS MACHINE LEARNING  
At its core, ML is a subset of artificial intelligence that involves the development of 

algorithms and models that enable computers to learn from data without being explicitly 
programmed. 

Here is a slightly more general definition: 

[Machine Learning is the] field of study that gives computers the ability to learn 
without being explicitly programmed.[41]  

And a more engineering-oriented one: 

A computer program is said to learn from experience E with respect to some task T 
and some performance measure P, if its performance on T, as measured by P, improves with 
experience E.[41] 

 

Figure 3-1: Machine Learning 
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3.3 TYPES OF MACHINE LEARNING 
There are three primary categories for ML systems, which are determined by the level 

and nature of supervision they receive during their training. These categories include 
supervised learning, unsupervised learning, learning, and Reinforcement Learning. 

3.3.1 Supervised Learning  

Supervised learning is a common type of machine learning where the computer is 
trained using labeled or classified data to accurately predict the outcome for new data sets. 
This technique involves tasks like classification (e.g., determining spam emails) and 
regression (e.g., predicting customer spending). The main difference between supervised 
learning and other types of machine learning is that the desired outcome or target is known 
beforehand. As a result, the computer can learn how to achieve the desired result by adjusting 
its parameters until it achieves a high level of accuracy.[41], [42]  

 

Supervised machine learning algorithms require external assistance and involve 
dividing the input dataset into train and test datasets. The train dataset has an output variable 
that needs to be predicted or classified. The algorithms learn patterns from the training 
dataset and apply them to the test dataset for prediction or classification.[43] 

 

 

UNKONWN 

Output Input FUNCTION 

KNOWN KNOWN 

Figure 3-2: The Input and Output Value is Already Known, and the Machine Learning Algorithm 
Learns the Mapping Function 
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3.3.1.1 Supervised Learning Types 

There are two main areas where supervised machine learning comes in handy, 
classification problems and regression problems.  

Classification 

Classification is a machine learning process that predicts an output, which can be either 
the actual or the probability of an event/class, and the number of classes to be predicted can 
be two or more. Through analysis of historical data, the algorithm must learn to recognize 
patterns in the relevant input for each class and accurately predict future occurrences of the 
event or class.[44]  

For a simple example, consider how the shapes in the following graph can be 
differentiated and classified as "circles" and "triangles".

Figure 3-3: Supervised Learning Process 

Figure 3-4: Classification Example 
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Regression 

Regression is related to continuous data 
(value functions). In Regression, the predicted 
output values are real numbers.  It deals with 
problems such as predicting the price of a car 
using predictors such as (mileage, age, and 
brand). To train the system, many examples of 
cars are provided, including both their 
predictors and labels (prices).[45]  

 

3.3.2 Unsupervised Learning  

Unsupervised learning is a type of machine learning where the system is trained with 
unlabeled data, without the need for a teacher or expert intervention to provide guidance on 
the output. The aim is to find regularities and patterns in the input dataset, group them into 
specific classes or events, and uncover the dataset's underlying structure.[44], [46] 

 

The algorithms used in unsupervised learning learn features from the data, and when 
new data is introduced, they use the previously learned features to recognize the class of the 
data. Unsupervised learning is mainly used for clustering and feature reduction. It differs 
from supervised learning in that it does not require any target outcomes to achieve, and 
instead, the computer must figure out the desired result by itself. Some common applications 
of unsupervised learning include creating detailed marketing or business strategies based on 
the data's patterns and groupings.[43] 

Unsupervised learning models can perform more complex tasks than supervised 
learning models, but they are also more unpredictable. Unsupervised learning is used when 
there is a lot of data, but the desired output class/event is unknown, and the computer is given 
unlabeled data without instructions.[41], [44]  

UNKONWN 

Output Input FUNCTION 

KNOWN UNKNOWN 

Figure 3-5: Regression Example 

Figure 3-6: Only the Input Data Fed to the Model Without Any Corresponding Output Data 
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3.3.2.1 Unsupervised Learning Types 

There are different types of Unsupervised Learning techniques, including: 

Clustering 

Clustering is an Unsupervised Learning technique that involves identifying patterns 
within a dataset based on similarities or differences in attributes like shape, size, or color. 
The resulting patterns can be used to group data items or create clusters. There are different 
types of clustering algorithms, including exclusive, overlapping, hierarchical, and 
probabilistic.[45] 

The primary objective of clustering is to group related items in a given dataset, without 
prior knowledge of the classes. This technique can be applied in various scenarios, such as 
grouping similar news articles or customers based on their profiles.[44]  

Dimensionality reduction   

Dimensionality Reduction is a technique used to reduce the number of dimensions in 
a dataset, making it easier to visualize and analyze relationships among attributes. By 
eliminating irrelevant features, Dimensionality Reduction helps extract the most important 
ones, which are key to understanding and building effective Machine Learning models. The 
process of reducing dimensions also helps simplify a large input dataset by mapping it to a 
lower dimensional space, making analysis less computationally intensive. This technique is 
also known as feature extraction, which merges several correlated features into one to retain 
as much relevant information as possible.[44], [45], [47]  

Visualization 

Visualization algorithms are unsupervised learning techniques that create 2D or 3D 
visual representations of complex and unlabeled data to help humans understand how the 
data is organized and identify patterns. These algorithms aim to preserve the structure of the 
data, such as avoiding overlapping of separate clusters, in the visual representation.[41] 

 

Figure 3-7: Unsupervised Learning Process 
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Visualization is a process of presenting data in a visual form, such as graphs or charts, 
to make it easier to interpret for humans. Although visualization algorithms can be used for 
dimensionality reduction, their primary focus is on creating a visually interpretable 
representation of the data.[41]  

Association Rule Learning 

Association rule learning is a common unsupervised task that involves exploring large 
amounts of data to discover interesting relationships between attributes. Specifically, it 
focuses on finding the dependencies between different data items, which can then be mapped 
to benefit a particular purpose or objective.[45] 

In the field of unsupervised learning, association learning involves finding the 
relationship of one data item to another data item. These dependencies can then be used to 
map and understand patterns and behaviors that can ultimately benefit the task at hand. For 
example, suppose you own a supermarket. Running an association rule on your sales logs 
may reveal that people who purchase barbecue sauce and potato chips also tend to buy steak. 
Thus, you may want to place these items close to each other.[41], [47], [48] 

3.3.3 Reinforcement Learning  

Reinforcement learning is a subfield of machine learning that involves training an 
agent to take actions in an environment to achieve a goal. The agent observes the state of the 
environment, selects an action, and receives feedback in the form of rewards or penalties. 
The goal of the agent is to learn a policy that maps environmental states to actions that 
maximize the cumulative reward over time.[41], [46]  

Unlike supervised and unsupervised learning, reinforcement learning is focused on 
optimizing a specific outcome rather than predicting a target outcome. The goodness of 
policies is assessed based on past good action sequences, which the agent uses to improve 
its decision-making process.[42]  

Figure 3-8: Reinforcement Learning Process 
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The key concepts in reinforcement learning are the agent, the environment, the action, 
and the reward. The agent is the learning system that interacts with the environment by 
selecting and performing actions. The environment is the external world in which the agent 
operates. The action is the decision made by the agent based on the observed state of the 
environment. The reward is the feedback given to the agent to reinforce its behavior. 
Through these components, the agent learns to take actions that maximize the cumulative 
reward over time.[47]  

3.4 THE DATA-DRIVEN APPROACH 
The data-driven approach is a powerful methodology that involves several key 

components. At its core, the approach emphasizes the importance of data and seeks to 
leverage this data to train machine learning models that are accurate, effective, and relevant 
to the problem domain. the key components of the data-driven approach are: 

Data collection and preprocessing: 

The data-driven approach to machine learning begins with collecting data from a 
variety of sources, which can include databases, APIs, web scraping, and sensor networks, 
among others. Once the data is collected, it must be cleaned and preprocessed to ensure that 
it is in a format suitable for machine learning. This involves removing duplicates, dealing 
with missing values, and transforming the data into a format that can be easily used by 
machine learning algorithms. Data preprocessing may also involve feature scaling and 
normalization, as well as feature selection, which involves identifying and removing 
irrelevant or redundant features. 

Feature engineering: 

Feature engineering is the process of selecting and transforming relevant features from 
the preprocessed data that can be used by machine learning models to make accurate 
predictions. Feature engineering may involve domain expertise and creativity to identify the 

Figure 3-9: Reinforcement Learning 
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most important features for a particular problem domain. It can also involve techniques such 
as dimensionality reduction, which reduces the number of features in the dataset while 
retaining as much relevant information as possible. 

Model selection and training: 

The selection and training of machine learning models is a critical component of the 
data-driven approach. Different machine learning algorithms may be more or less suitable 
for a particular problem domain, and selecting the most appropriate algorithm for a given 
task can have a significant impact on the accuracy and effectiveness of the resulting model. 
Once the algorithm is selected, the model is trained on the preprocessed data, and the best 
parameters are selected to optimize the model's performance. The model is then evaluated 
on a separate test set to ensure that it is generalizing well to new data. 

Model evaluation: 

Model evaluation involves testing the trained model on a separate test set to ensure 
that it is generalizing well to new data. This involves using appropriate metrics to measure 
the accuracy and effectiveness of the model, such as precision, recall, and F1-score. 
Adjustments may need to be made to the model or data preprocessing approach based on the 
evaluation results. 

Deployment and maintenance: 

Once the model is trained and evaluated, it needs to be deployed in a production 
environment. This involves selecting appropriate hardware and software platforms, 
integrating the model into existing systems, and monitoring the model's performance over 
time to ensure that it remains accurate and effective. Maintenance may involve retraining 
the model periodically, as well as updating the data preprocessing pipeline to ensure that the 
model continues to receive high-quality data.[49], [50]  

3.4.1 Frameworks For Building Machine Learning Systems 

Data mining process 

Is an essential component of the data-driven approach, allowing organizations to 
extract valuable insights from their data. A process involves the use of various techniques to 
identify patterns and relationships in data. These patterns are then used to develop predictive 
models that can be used to make informed decisions. There are several models available to 
guide the data mining process, including:   

− Knowledge Discovery Databases (KDD) process model 
− CRoss Industrial Standard Process for Data Mining (CRISP – DM) 
− Sample, Explore, Modify, Model and Assess (SEMMA) 

Data mining is critical to the success of a data-driven approach in ML. By using data 
mining techniques to extract valuable insights, organizations can make informed decisions 
that can lead to increased efficiency, profitability, and competitiveness.[44]  
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3.4.1.1 Knowledge Discovery Databases (KDD) 

Knowledge Discovery Databases (KDD) refers to the process of extracting useful 
knowledge and information from large and complex datasets. It involves various techniques 
such as data mining, machine learning, and statistical analysis to identify patterns, 
relationships, and trends in the data that can be used to make informed decisions. 

The KDD process involves several stages including:  

Selection: The first step, which involves identifying the target data and retrieving a relevant 
subset of variables and data samples from potentially diverse and heterogeneous sources. 

Preprocessing: Is the next step and is necessary to address issues such as missing values, 
errors, and inconsistencies in the data. Techniques such as outlier treatment, noise removal, 
and handling of missing data are used to ensure that the data is of high quality and suitable 
for analysis. Prior domain knowledge can be used to remove inconsistencies and duplicates 
from the data. 

Transformation: Is the process of preparing the data for analysis by finding useful features 
to represent the data, reducing dimensionality, and applying various techniques such as 
smoothing, aggregation, generalization, normalization, feature construction, data reduction, 
and compression. 

Data Mining: Involves using machine learning algorithms to extract patterns from the data, 
such as exploratory or predictive models and cluster analysis. The selection of appropriate 
methods for pattern search is crucial to ensure reliable and valid outputs. 

Interpretation/Evaluation: Involves making the mined patterns understandable to the user 
through summarization, visualization, and interpretation. Patterns are local structures that 
make statements about restricted regions of the space spanned by the variables, while models 

Figure 3-10: KDD Data Mining Process Flow 
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are global structures that make statements about any point in measurement space. It is 
important to evaluate the results and ensure that they align with the original goals of the 
analysis.[44]  

3.4.1.2  CRoss Industrial Standard Process for Data Mining 

The CRoss-Industry Standard Process for Data Mining (CRISP-DM) is a widely 
recognized and popular methodology for data mining, it is a non-proprietary and open 
process that outlines a comprehensive framework for data mining projects. 

The CRISP-DM model consists of six phases, as follows: 

Phase 1: Business Understanding: Is the first step of the framework, where the main 
objective is to gain a comprehensive understanding of the project's goals and expectations 
from a business perspective. The objectives are then transformed into a data mining or 
machine learning problem definition. A plan of action is developed around data 
requirements, input from business owners, and the design of outcome performance 
evaluation metrics. 

Phase 2: Data Understanding: Is where initial data collection takes place, based on the 
requirements identified in the previous phase. The data is analyzed to determine its relevance 
to the project's objectives, identify any gaps or quality issues, and generate hypotheses.  

The results are presented to the business in an iterative manner to gain more clarity and 
understanding of the project objectives. 

Phase 3: Data Preparation: Is where the collected data is cleaned and made ready for the 
model building phase. This involves tasks such as filling in missing data, identifying 
important features, applying transformations, and creating new features as necessary. This 
phase is critical because the accuracy of the resulting model depends on the quality of the 
data fed into it. 

Phase 4: Modeling: Involves the application of various machine learning algorithms to the 
clean dataset. The parameters of each model are tuned to optimize their performance, and 
the resulting model performance is recorded. 

Phase 5: Evaluation: Involves benchmarking the performance of the various models 
identified as having high accuracy against data that was not used in training. The results are 
then verified against the business requirements identified in Phase 1, with subject matter 
experts from the business involved to ensure accuracy and usability. 

Phase 6: Deployment: Is the final phase of the framework, where the focus is on the 
usability of the model output. The final model is implemented, and users are trained on how 
to interpret and use the model output to make informed business decisions. Periodic model 
training and prediction times are scheduled based on business requirements.[44]  
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3.4.1.3 Sample, Explore, Modify, Model and Assess (SEMMA) 

SEMMA is a framework for building machine learning models that is incorporated in 
SAS Enterprise Miner, a product by SAS Institute Inc. It consists of five sequential steps: 
Sample, Explore, Modify, Model, and Assess. 

Sample: involves selecting a representative subset of the large dataset provided for building 
the model. This subset should contain sufficient information to retrieve and should be 
divided into training and validation data. This step is essential to building the model 
efficiently, especially when computational power is limited. 

Explore: involves analyzing the selected data to understand the data gaps and relationships 
between variables. Two key activities in this phase are univariate and multivariate analysis, 
and data visualization is heavily used to help understand the data better. 

Modify: involves cleaning variables where necessary, creating new derived features by 
applying business logic to existing features based on the requirement, and transforming 
variables if necessary. The outcome of this phase is a clean dataset that can be passed to the 
machine learning algorithm to build the model. 

Model: involves applying various modeling or data mining techniques to the preprocessed 
data to benchmark their performance against desired outcomes. This step helps to choose the 
best model for the given problem. 

Assess: involves evaluating the model's performance against test data that was not used in 
model training. This step ensures that the model is reliable and useful for business 
purposes.[44]  

3.5 MACHINE LEARNING ALGORITHMS 

3.5.1 Decision Trees 

Decision Trees are versatile machine learning algorithms that can be used for both 
classification and regression tasks, and are capable of fitting complex datasets. They learn a 
hierarchy of if/else questions that lead to a decision.  

Decision Trees work by splitting the population into two or more homogeneous sets 
based on the most significant attributes/independent variables, which can be categorical or 
continuous.[51]  

It is structured as a tree-like diagram consisting of nodes and branches. The diagram 
starts with a root node, which is the initial decision point. The root node splits into multiple 
branches, with each branch representing a feature or attribute of the dataset. The internal 
nodes of the tree represent the features that are used to make decisions, and each internal 
node splits into further branches based on the possible outcomes of that feature. This process 
continues until the final nodes of the tree are reached, which are known as leaf nodes and 
they represent the final outcomes of the decision process.[52]  
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To simplify this concept in a diagram, we can label decision nodes (root and internal nodes) 
as "Questions" and leaf nodes as "Answers". 

3.5.1.1 How Does Decision Trees Work? 

In a decision tree, for predicting the class of the given dataset, the algorithm starts from 
the root node of the tree. This algorithm compares the values of root attribute with the record 
(real dataset) attribute and, based on the comparison, follows the branch and jumps to the 
next node. For the next node, the algorithm again compares the attribute value with the other 
sub-nodes and move further. It continues the process until it reaches the leaf node of the 
tree.[53]  

3.5.1.2 Why Decision Trees? 

There are various algorithms in Machine learning, so choosing the best algorithm for 
the given dataset and problem is the main point to remember while creating a machine 
learning model. Below are the two reasons for using the Decision tree: 

− Decision Trees usually mimic human thinking ability while making a decision, so it is 
easy to understand. 

− The logic behind the decision tree can be easily understood because it shows a tree-like 
structure.[53]  

 
 
 
 
 

Figure 3-11: Decision Tree Structure 
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3.5.2 Random Forests 

Random Forest is a popular supervised learning algorithm that can be used for both 
classification and regression problems in machine learning. It is based on the concept of 
ensemble learning, which involves combining multiple classifiers to solve complex 
problems and improve the model's performance. 

Random Forest is essentially a classifier that contains a number of decision trees on 
various subsets of the given dataset. Instead of relying on a single decision tree, the algorithm 
takes the prediction from each tree and uses majority voting to predict the final output. The 
more trees in the forest, the better the accuracy, and overfitting is prevented.[54]  

To improve the predictive accuracy of the model, Random Forest generates multiple 
decision trees for subsets of the dataset and finds the average. Typically, a Random Forest 
should contain 64-128 trees. The algorithm is fast and can handle missing and incorrect data 
efficiently.[52]  

To classify a new dataset or object, each tree in the Random Forest gives a 
classification result. The final output is then determined by majority voting among the 
predictions of all the trees.[52]  

3.5.2.1 How Does Random Forests Work? 

Random Forest algorithm works in two phases. In the first phase, the algorithm creates 
a random forest by combining N decision trees. In the second phase, the algorithm makes 
predictions for each tree created in the first phase. 

The working process of the Random Forest algorithm can be explained in the 
following steps and diagram: 

Step 1: Randomly select K data points from the training set. 

Step 2: Build decision trees associated with the selected data points (subsets). 

Step 3: Decide on the number of decision trees (N) to build. 

Step 4: Repeat steps 1 & 2 to create N decision trees. 

Step 5: For new data points, find the predictions of each decision tree, and assign the new 
data points to the category that receives the majority votes. 

By following these steps, the Random Forest algorithm improves the predictive accuracy of 
the model, prevents overfitting, and handles missing or incorrect data efficiently.[54] 
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3.5.2.2 Why Random Forests? 

Here are some reasons why the Random Forest algorithm is preferred: 

− It has a shorter training time compared to other algorithms. 
− It provides high accuracy predictions, even with large datasets, and can handle missing 

data effectively.[54]  

3.5.3 Support Vector Machines (SVMs) 

A Support Vector Machine (SVM) is a very powerful and versatile Machine Learning 
model, capable of performing linear or nonlinear classification, regression, and even outlier 
detection. It is one of the most popular models in Machine Learning, and anyone interested 
in Machine Learning should have it in their toolbox. SVMs are particularly well suited for 
classification of complex but small- or medium-sized datasets.[41]  

The goal of the SVM algorithm is to create the best line or decision boundary that can 
segregate n-dimensional space into classes so that we can easily put the new data point in 
the correct category in the future. This best decision boundary is called a hyperplane.[55]  

SVM chooses the extreme points/vectors that help in creating the hyperplane. These 
extreme cases are called as support vectors, and hence algorithm is termed as Support Vector 
Machine.[55]  

Consider the below diagram in which there are two different categories that are 
classified using a decision boundary or hyperplane: 

Figure 3-12: Random Forests Structure 
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3.5.3.1 Types of Support Vector Machines 

Linear SVM: Is used when the dataset can be separated into two classes using a straight 
line. This separation is known as linearly separable data. The classifier used for linearly 
separable data is called a Linear SVM classifier. Linear SVM is commonly used in image 
processing, text classification, and bioinformatics.[55]  

Non-Linear SVM: Is used when the dataset cannot be classified using a straight line. Such 
data is termed as non-linear data. Non-linear SVM classifiers use kernel functions to 
transform the data from the input space to a higher-dimensional feature space where the data 
can be linearly separated. Some commonly used kernel functions are polynomial, radial basis 
function, and sigmoid. Non-linear SVM is used in a variety of applications such as image 
recognition, text analysis, and gene expression analysis.[55]  

3.5.3.2 Hyperplane and Support Vectors in the SVM Algorithm 

Hyperplane 

A hyperplane in SVM is the best decision boundary to classify data points in n-
dimensional space. The hyperplane's dimensions depend on the number of features in the 
dataset, with 2 features resulting in a straight line and 3 features resulting in a 2D plane. The 
hyperplane created has a maximum margin, which is the maximum distance between the 
data points.[55]  

Support Vectors 

The data points or vectors that are the closest to the hyperplane and which affect the 
position of the hyperplane are termed as Support Vector. Since these vectors support the 
hyperplane, hence called a Support vector.[55]  

Figure 3-13: Support Vector Machines 
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3.5.3.3 How Does Support Vector Machines Works? 

Linear SVM 

The working of the SVM algorithm can 
be understood by using an example. Suppose 
we have a dataset that has two tags (green and 
blue), and the dataset has two features x1 and 
x2. We want a classifier that can classify the 
pair (x1, x2) of coordinates in either green or 
blue. Consider the (Image 1) of Figure 3-14. 

So, as it is 2-d space so by just using a 
straight line, we can easily separate these two 
classes. But there can be multiple lines that 
can separate these classes. Consider the 
(Image 2) of Figure 3-14. 

Hence, the SVM algorithm helps to 
find the best line or decision boundary; this 
best boundary or region is called as a 
hyperplane. SVM algorithm finds the closest 
point of the lines from both the classes. These 
points are called support vectors. The 
distance between the vectors and the 
hyperplane is called as margin. And the goal 
of SVM is to maximize this margin. The 
hyperplane with maximum margin is called 
the optimal hyperplane. (Image 3) of Figure 
3-14.[55]  

Figure 3-14: Linear SVM Workflow 
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Non-Linear SVM 

If data is linearly arranged, then we can 
separate it by using a straight line, but for non-
linear data, we cannot draw a single straight 
line. Consider the (Image 1) of Figure 3-15. 

So, to separate these data points, we need 
to add one more dimension. For linear data, we 
have used two dimensions x and y, so for non-
linear data, we will add a third-dimension z. It 
can be calculated as:  

Z = x² + y² 

By adding the third dimension, the 
sample space will become as (Image 2) of 
Figure 3-15. 

So now, SVM will divide the datasets 
into classes in the following way. Consider the 
(Image 3) of Figure 3-15. 

Since we are in 3-d Space, hence it is 
looking like a plane parallel to the x-axis. If we 
convert it in 2d space with z=1, then it will 
become as (Image 4) of Figure 3-15. 

Hence, we get a circumference of radius 1 in 
case of non-linear data.[55]  

3.5.3.4 Why Support Vector Machines? 

− Support vector machines (SVMs) are important for developing predictive models, as they 
are easy to understand and use, and can process linear and non-linear data using kernels.  

− SVMs have a wide range of applications in various domains where higher dimensional 
spaces are considered.  

− Developing SVM models requires selecting the right kernel, tuning hyper-parameters, 
and investing time and resources in the training phase.[56]  

3.5.4 K-Nearest Neighbors 

K-Nearest Neighbor (K-NN) is a simple supervised learning algorithm that is widely 
used in machine learning. The K-NN algorithm works on the assumption that new data points 
are similar to the available data points and can be put into a category that is most similar to 
the available categories. In other words, it classifies new data points by comparing them to 

Figure 3-15: Non-Linear SVM Workflow 
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existing data points, based on their similarity. The algorithm stores all the available data and 
classifies new data points based on their similarity to the existing data. This makes it easy to 
classify new data points as they appear.[57]  

K-NN can be used for both classification and regression problems, but it is mostly used 
for classification problems. The algorithm is non-parametric, which means that it does not 
make any assumptions about the underlying data. It is also known as a lazy learner algorithm 
because it does not learn from the training set immediately. Instead, it stores the training set 
and performs actions on it at the time of classification.[57]  

During the training phase, the K-NN algorithm stores the entire dataset, and when it 
receives new data, it classifies it into the category that is most similar to the new data point. 
The similarity between the new data point and the existing data points is measured using a 
distance metric such as Euclidean distance or Manhattan distance. The K-NN algorithm then 
assigns the new data point to the category that has the highest number of neighboring points. 
The number of neighbors, known as the “K” value, can be set manually, and the optimal 
value for “K” depends on the dataset and the problem being solved.[57]  

3.5.4.1 How Does K-Nearest Neighbors Work? 

Step 1: Select the number “K” of the neighbors that we want to consider when making a 
prediction for a new data point. 

− There is no particular way to determine the best value for “K”, so we need to try some 
values to find the best out of them. The most preferred value for “K” is 5. 

− A very low value for “K” such as K=1 or K=2, can be noisy and lead to the effects of 
outliers in the model. 

− Large values for “K” are good, but it may find some difficulties. 

Step 2: Calculate the Euclidean distance between the new data point and all the existing data 
points in the training set. Euclidean distance is a measure of the distance between two points 
in a Euclidean space. 

Step 3: Select the “K” data points with the smallest Euclidean distance from the new data 
point. 

Step 4: Count the number of data points in each category (i.e., the number of neighbors that 
belong to each class) among the K nearest neighbors. 

Step 5: Assign the new data point to the category that has the highest number of neighbors 
among the K nearest neighbors. This is also known as the majority vote. 

Step 6: After performing the above steps, our K-NN model is ready to make predictions for 
new data points based on the labeled data in the training set.[57] 
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Suppose we have a new data point 

and we need to put it in the required 

category. Consider the (Image 1) of 

Figure 3-16. 

Firstly, we will choose the number of 

neighbors, so we will choose the K=5. 

Next, we will calculate the 

Euclidean distance between the data 

points. The Euclidean distance is the 

distance between two points, which we 

have already studied in geometry. It can be 

calculated as: (Image 2) of Figure 3-16. 

By calculating the Euclidean 

distance, we got the nearest neighbors, as 

three nearest neighbors in category A and 

two nearest neighbors in category B. 

Consider the (Image 3) of Figure 3-16. 

As we can see the 3 nearest 

neighbors are from category A, hence this 

new data point must belong to category 

A.[57]  

 

3.5.4.2 Why K-Nearest Neighbors? 

− Simple algorithm and hence easy to interpret the prediction. 
− Non parametric, so makes no assumption about the underlying data pattern. 
− Used for both classification and Regression. 
− Training step is much faster for nearest neighbor compared to other machine learning 

algorithms.[58]  
 
 
 

Figure 3-16: K-NN Workflow 
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3.6 HOW AI AND ML CAN BE USED TO ENHANCE SAFETY 
MANAGEMENT PROCESSES AND WORKFLOWS 
The utilization of AI and ML in safety management processes and workflows can 

greatly enhance their effectiveness. There are various ways in which AI can be applied, 
including predictive analytics, automatic risk prioritization, simplification of complicated 
workflows, next-best actions after audit findings, better analytics in safety management 
reviews, identification of similar safety events, reduction of redundant safety event records, 
and automatic recognition of the type of event being recorded. 

Predictive Analytics: Which involves analyzing past safety management data and metrics 
to predict future incidents. Another approach is through automatic risk prioritization, where 
AI can be used to prioritize safety risks by running analytics on similar data from the past, 
once safety observations, near-misses or incidents are reported. 

Automatic Risk Prioritization: Once safety observations, near-misses or incidents are 
reported, AI can be used to prioritize which safety risk to tackle with urgency. This can be 
done by running analytics on similar data (CQ.AI has a framework/model for similarity 
identification) from the past. 

Simplify Complicated Workflows: Some safety processes can be simplified by using 
intelligent automation. For instance, let us say someone from the H&S team is conducting a 
safety inspection and filling in a document. Is it possible to take in certain data points from 
this safety inspection process into the safety observations module automatically? Then, 
we’re one step closer to conducting a risk assessment and pushing it to CAPA. 

Next-Best Actions after Audit Findings: Once a safety audit is complete, a good AI model 
can suggest the “next best steps” by spotting similar audit findings from the past. 

Better Analytics in Safety Management Reviews: By using next-generation dashboards, 
interactive charts, and a tower of data, the process of running management review meetings 
can be made more efficient (thanks to predictive insights, risk prioritization, etc.). 

Identify Similar Safety Events: Compliance Quest EHS solution can automatically 
identify similar safety events and determine root cause reoccurrence. 

Reduce Number of Redundant Safety Event Records: Sometimes, the same safety event 
gets recorded by multiple people creating redundant records. By using intelligent 
automation, redundant records are automatically deleted, thus saving time and increasing the 
productivity of the safety team. 

Automatically Recognize Type of Event Being Recorded: Using AI and ML, it is possible 
to classify and record the type of event being recorded in the self-reporting portal. For 
instance, if a safety event is being entered in the MyCQ portal, based on the description the 
tool suggests whether it is a complaint record, safety event record, or a change request. While 
these are simple value additions, it saves critical time and effort, while also making it easy 
to filter events by type. It also helps eliminate manual data entry errors.[1]  
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3.7  LIMITATION AND CHALLENGES OF MACHINE LEARNING  
Insufficient Quantity of Training Data 

One of the primary challenges of machine learning is the lack of sufficient data for 
training models. Without a significant amount of training data, machine learning algorithms 
may not be able to learn the underlying patterns and relationships in the data. This can lead 
to poor model performance and inaccurate predictions.[41] 

Nonrepresentative Training Data 

Another challenge is ensuring that the training data is representative of the data that 
the model will encounter in the real world. If the training data is biased or unrepresentative, 
the model may make inaccurate predictions or fail to generalize to new data. 

Poor-Quality Data 

Poor-quality data can also be a significant challenge for machine learning. Data that 
contains errors, outliers, or missing values can negatively impact the accuracy of the model. 
It is important to ensure that the data used for training is clean and of high quality. 

Irrelevant Features 

The presence of irrelevant features in the data can also pose a challenge for machine 
learning. Irrelevant features can lead to overfitting, where the model fits the noise in the data 
rather than the underlying patterns. Feature selection and feature engineering techniques can 
be used to address this challenge. 

Overfitting the Training Data 

Overfitting occurs when the model is too complex and fits the training data too closely, 
resulting in poor generalization to new data. This can occur when the model has too many 
parameters relative to the amount of training data or when the model is too flexible. 
Regularization techniques such as L1 and L2 regularization can be used to address 
overfitting. 

Underfitting the Training Data 

Underfitting occurs when the model is too simple and cannot capture the underlying 
patterns in the data. This can occur when the model has too few parameters or is too rigid. 
Adding more features, increasing the complexity of the model, or using a more powerful 
algorithm can help to address underfitting.[41]  
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4.1 INTRODUCTION  
In this chapter, we present our work on predicting the incidents severity, our model 

leverages the power of Machine Learning algorithms to predict incidents severity based on 
relevant features extracted from incident and accidents data. By analyzing historical incident 
records and their associated attributes, the model learns patterns and relationships to make 
accurate predictions. In this study, we focused on utilizing supervised Machine Learning 
algorithms to classify incidents as either Fatal or Non-Fatal based on a set of relevant 
features. By employing binary classification techniques. 

4.2 OVERVIEW OF OUR WORK 
To achieve our objective, we employed several popular supervised Machine Learning 

algorithms, including Support Vector Machine (SVM), Logistic Regression (LR), Random 
Forest (RF), Multilayer Perception (MLP) and K-Nearest Neighbor (KNN). Each algorithm 
offers distinct characteristics and capabilities, enabling us to explore different modeling 
approaches and evaluate their performance in predicting the severity of incidents accurately. 
Then, we will compare the results and the performance of these models to know which one 
achieve our objective accurately. 

4.3 TOOLS AND SOFTWARE USED 

4.3.1 Python  

Python is a high-level programming language that was created by 
Guido Van Rossum in 1990 [59]. It is an easy language to learn due to 
its simple syntax. Python is interpreted and object-oriented, with 
dynamic semantics. It has built-in data structures and supports rapid 
application development and script writing. Python emphasizes code 
readability and modularity, and supports modules and packages for 
code reuse. It has unique features that make it easy to debug, including 
a source level debugger and a simpler approach to debugging with print 
statements. Python is available in binary or source form and can be 
distributed for free [60]. 

4.3.2 Kaggle  

Kaggle is the largest platform for competitive data science, with 
over 500,000 competitors, and offers a great opportunity to learn about 
the latest techniques and share knowledge. To win Kaggle 
competitions, it is important to use an agile sprint and iteration approach 
with versatile libraries such as Scikit-learn, Vowpal Wabbit, XGBoost, 
and Keras, among others.[61]. 
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4.3.3 Python Libraries / Dependencies  

Python has a wide range of libraries that are used in Machine Learning. These libraries 
provide a variety of tools and functions that make it easy to perform Machine Learning tasks. 
Here are some of the most popular Python libraries for Machine Learning: 

NumPy: Is a popular Python library for large multi-dimensional array and matrix 
processing. It provides a variety of mathematical functions that are useful for Machine 
Learning. 

Scikit-learn: Scikit-learn is one of the most popular Machine Learning libraries for classical 
Machine Learning algorithms. It is built on top of NumPy and SciPy and provides a variety 
of tools for data mining and data analysis. 

TensorFlow: TensorFlow is an open-source Python library that specializes in deep learning. 
It provides a variety of tools for building and training deep neural networks. 

Keras:  Is a high-level neural networks API that is written in Python. It is built on top of 
TensorFlow and provides a simple and easy-to-use interface for building and training deep 
neural networks. 

PyTorch: Is another popular deep learning library that is written in Python. It provides a 
variety of tools for building and training deep neural networks. 

Matplotlib: Matplotlib is a popular Python library for data visualization. It provides a 
variety of tools for creating charts, graphs, and other visualizations that are useful for 
Machine Learning. 

Pandas: Is a popular Python library for data manipulation and analysis. It provides a variety 
of tools for reading, writing, and manipulating data that are useful for Machine Learning.[62] 

Figure 4-1: Python Libraries 
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4.3.4 Google Collaboratory. 

Google Colab is a document that allows you to write, run, and 
share Python code within your browser. It is a version of the popular 
Jupyter Notebook within the Google suite of tools. Jupyter 
Notebooks (and therefore Google Colab) allow you to create a 
document containing executable code along with text, images, 
HTML, LaTeX, etc. which is then stored in your Google Drive and 
shareable to peers and colleagues for editing, commenting, and 
viewing.[63] 

4.4 METHODOLOGY  
In the following sections, we will provide a detailed overview of the dataset used, the 

preprocessing steps applied, the feature selections process, and the evaluation metrics used 
to assess the performance of the model. Additionally, we will present and discuss the result 
obtained from each model, highlighting their strength and limitations in the context of safety 
prediction. 

 

4.5 DATA COLLECTION 

4.5.1 Source  

For our study, we utilized the OSHA construction dataset obtained from the Kaggle 
platform as the primary source of data [64] 

Data Collection and Pre-processing

Feature Selection

Application of ML

Models Training & Evaluation

Result Analysis and Interpretation

Figure 4-2: Methodology 
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4.5.2 Data Introduction 

A comprehensive dataset of incident reports was obtained from the Kaggle platform, 
which encompasses a wide range of incident and accident attributes. The dataset captures 
abstracts that describe the accidents and injuries sustained by construction workers within 
the timeframe of 2015-2017. 

The dataset consists of a combination of structured and unstructured data elements. 
While the unstructured text abstracts provide detailed narratives of the incidents, the dataset 
also includes structured data associated with these abstracts. 

The table provided below presents a summary of the data information available in the 
dataset. It outlines the various columns along with their descriptions and data types. This 
information is essential for understanding the dataset and its contents. Each column 
represents a specific attribute or characteristic of the events recorded in the dataset.  

Table 4-1: Summary of the Dataset Columns, their Descriptions, and Corresponding Data Types. 

Columns Name Description Dtype 
summary_nr Summary number int64 
Event Date Date of the event datetime64[ns] 
Abstract Text Textual abstract object 
Event Description Description of the event object 
Event Keywords Keywords related to the event object 
con_end Construction end object 
Construction End Use End use of the construction object 
build_stor Building stories Int64 
Building Stories Number of building stories object 
proj_cost Project cost object 
Project Cost Cost of the project object 
proj_type Project type object 
Project Type Type of the project object 
Degree of Injury Degree of injury int64 
nature_of_inj Nature of injury int64 
Nature of Injury Description of the injury object 
part_of_body Part of body int64 
Part of Body Body part affected object 
event_type Event type Int64 
Event type Type of the event object 
evn_factor Environmental factor Int64 
Environmental Factor Factor related to the event object 
hum_factor Human factor Int64 
Human Factor Factor related to humans object 
task_assigned Task assigned int64 
Task Assigned Description of the task object 
hazsub Hazardous substance object 
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Columns Name Description Dtype 
fat_cause Fatal cause int64 
fall_ht Fall height int64 
Event Year Year of the event int64 
Event Month Month of the event int64 

4.5.3 Exploratory Data Analysis (EDA) 

EDA is all about understanding our data by employing summarizing and visualizing 
techniques. 

4.5.3.1 Visualizing The Data 

The line plot (Figure 3 -4 ) of incidents over time provides a comprehensive view of the 
trend and patterns of accidents and incidents recorded from 2015 to 2017. The graph reveals 
an overall increasing trend in the number of incidents, indicating a rise in the frequency of 
reported accidents and incidents during this period. Within each year, there are fluctuations, 
suggesting some level of seasonality or periodicity. Notably, there is a peak in incidents 
around mid-year, followed by a decrease towards the end of the year. Comparing the years, 
2017 has the highest number of incidents, followed by 2016 and then 2015. This indicates a 
potential escalation in the reporting or occurrence of incidents over time. 

The heatmap visualization (Figure 4-4) provides a comprehensive understanding of 
the distribution and temporal trends of incidents and accidents over a three-year period. This 
graphical analysis offers valuable insights into the dynamics of incidents, particularly when 
examining their occurrence by month and year. 

The heatmap illustrates a consistent trend where the highest number of incidents is 
reported in the year 2017, followed by 2016 and 2015. This observation indicates a potential 

Figure 4-3: Distribution of Accidents and Incidents Over Time 
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escalation in incidents over the examined timeframe. Moreover, exploring within-year 
variations reveals distinct fluctuations in incident frequency across different months. 

An intriguing pattern emerges as we assess the monthly distribution of incidents. 
Notably, certain months exhibit relatively higher incident counts compared to others. For 
instance, January and December of specific years, along with other months in different years, 
consistently experience elevated incident numbers. This pattern may suggest a link between 
incidents and transitional phases, such as the beginning and end of a calendar year. These 
periods often coincide with shifts in activities, seasonal changes, or work routines, which 
could contribute to elevated incident rates. However, unraveling the underlying factors 
necessitates deeper investigation, considering elements like industry-specific trends, 
seasonal influences, workforce dynamics, or reporting patterns. 

While the heatmap offers valuable insights into incident distribution, uncovering the 
nuances of this pattern demands a multi-faceted analysis, enriched by contextual information 
and domain expertise  

Now let's do the visualization and analysis of some different factors that we see it have 
relation to the severity of incidents, provides valuable insights for understanding the patterns 
and risks associated with workplace incidents. 

Figure 5 -4 , The visualization illustrates the impact of different types of injuries on 
their severity in construction sites. It showcases a range of injuries including serious 
falls/strikes, fractures, amputations/crushings, lacerations, head trauma, and 
bruising/contusions among others. By examining the total degree of injury for each category, 

Figure 4-4: Distribution of Accidents and Incidents by Year and Month 
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we find an average of approximately 373 injuries per type. Among them, serious falls/strikes 
emerge as the most severe, accounting for a total degree of injury of 1683. On the other end 
of the spectrum, freezer burns, illnesses, and falls from elevation exhibit the lowest severity, 
each with a single incident and a degree of injury of 1. 

This analysis sheds light on the relationship between injury type and severity in 
construction sites, emphasizing the significance of addressing and preventing specific types 
of injuries that contribute to higher degrees of severity. Prominent examples include serious 
falls/strikes, fractures, and Amputations/ Crushings. By comprehending these associations, 
safety measures can be enhanced to mitigate the frequency and severity of injuries within 
construction environments. 

Figure 6-4 , Upon analyzing the Environmental Factor column, we observe that the 
"Other" category represents a significant portion of the data. However, due to its lack of 
specific information and classification, it poses a challenge for our objective of predicting 
incident severity. This ambiguity hinders our ability to determine the individual impact of 
these unidentified factors on the degree of injury. 

To address this challenge and ensure valuable insights, we propose two potential 
approaches. Firstly, we can investigate the instances categorized as "Other" to identify 
subcategories that provide more specific and meaningful information. By doing so, we can 
gain a clearer understanding of how these factors relate to the severity of injuries. This 
approach would enable us to refine our analysis and make more accurate predictions. 
Alternatively, if it is not possible to subdivide the "Other" category effectively, we can 
consider excluding it from our analysis. By focusing solely on the known and well-defined 
environmental factors, we can ensure the relevance and reliability of our findings. This 

Figure 4-5: Correlation Between Severity of Injury and Nature of Injury 
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exclusion would allow us to prioritize actionable insights that contribute directly to 
predicting incident severity. 

In summary, ensuring the quality and relevance of the data is crucial for achieving our 
objective. By refining the categorization or excluding the "Other" category, we can enhance 
the accuracy and effectiveness of our analysis in predicting incident severity based on the 
identified environmental factors. 

Figure 4-6: Correlation Between Severity of Injury and Environmental Factor 

Figure 7-4 , The bar plot provides valuable insights into the distribution of injuries 
across different body parts within the construction site context. The analysis reveals that the 
head is the most frequently affected body part, with 1023 reported injuries, emphasizing its 
vulnerability to hazards in construction environments. 

Additionally, injuries involving the whole body and fingers are prevalent, with 555 
and 550 reported cases, respectively. This suggests that injuries affecting multiple body parts 
or specific hand-related activities are common in construction work. Conversely, certain 
body parts, such as the kidney, exhibit a low incidence of injuries, indicating their relative 
safety in construction site incidents. 

Understanding the distribution of injuries across different body parts allows for 
prioritizing safety measures and protocols. Focusing on protecting vulnerable areas, such as 
the head, whole body, and fingers, can effectively reduce the severity of injuries and enhance 
the well-being of construction workers. By addressing specific body parts prone to harm, 
safety measures can be tailored to mitigate risks and improve overall workplace safety. 
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Figure 8 -4 , The bar plot visualizes the relationship between the severity of injury and 
different event types in the context of construction sites. The severity, measured by the 
degree of injury, ranges from 23 to 1683. The data reveals that falls from elevation, being 
struck by objects, and being caught in or between objects are the event types with the highest 
degrees of injury, indicating a greater potential for severe harm. These event types have a 
significant impact on the overall severity of injuries in construction sites. 

On average, the severity of injuries across all event types is approximately 341.79, 
with some cases resulting in minimal harm (e.g., degree of injury = 23) and others causing 
more serious consequences (e.g., degree of injury = 1683). The median degree of injury, 
representing the middle value, is 199, further highlighting the variability in injury severity. 

Given these findings, it is crucial to prioritize risk mitigation strategies and implement 
effective safety measures, particularly for falls from elevation, being struck by objects, and 
being caught in or between objects. By addressing the specific challenges associated with 
these event types, construction sites can reduce the occurrence and severity of injuries, 
creating safer working environments for workers. 

 
 

 

 

Figure 4-7: Correlation Between Severity of Injury and Part of the Body 
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1. #The Shape of the Dataset 
2. osha.shape 

(4847, 29) 

The frequency distribution for the 'Degree of Injury' categories is as follows: 

1. osha['Degree of Injury'].value_counts() 

− Fatal: 2964 incidents 
− Non fatal: 1883 incidents 
This indicates that the majority of incidents in the dataset resulted in fatal injuries, while a 
smaller portion resulted in nonfatal injuries. 

 

 

 

 

 

 

 

 

Figure 4-9: Distribution of Data - Degree of Injury 

Figure 4-8: Correlation Between Severity of Injury and Event Type 
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1. ## Summary statistics 
2. print('\nDescription of the Data :') 
3. print(osha.describe()) 

The description provides statistics such as count, mean, standard deviation, 
minimum, 25th percentile, 50th percentile (median), and maximum values for each column. 
These statistics provide insights into the distribution and variation of the data within each 
column.  

Table 4-2: Summary Statistics Output 

 count mean std min 25% 50% 75% max 

summary_nr 4.85E+03 2.21E+08 5.59E+04 2.21E+08 2.21E+08 2.21E+08 2.21E+08 2.21E+08 

build_stor 4847 0.4473 3.0117 0 0 0 0 139 

nature_of_inj 4847 11.8525 7.6343 0 5 12 21 22 

part_of_body 4847 13.6293 7.8389 0 10 13 19 31 

event_type 4847 5.1937 4.6083 0 2 5 6 14 

evn_factor 4847 11.9837 6.1986 0 7 13 18 18 

hum_factor 4847 9.457 6.1614 0 1 13 14 20 

task_assigned 4847 1.3712 0.4832 1 1 1 2 2 

fat_cause 4847 3.0656 7.2476 0 0 0 0 30 

fall_ht 4847 0 0 0 0 0 0 0 
 

1. #Checking for Missing values 
2. print('\nMising values Counts : ') 
3. print(osha.isnull().sum()) 

We have some missing values in the following columns: 

− Nature of Injury: 2 missing values. 
− Part of Body: 2 missing values. 
− Event type: 2 missing values. 
− Environmental Factor: 7 missing values. 
− Human Factor: 7 missing values. 

4.6  PRE-PROCESSING THE DATA 
Is the process of involving a series of steps to transform and prepare the data for further 

analysis. These steps include one-hot encoding, imputation of missing values, feature 
scaling, and feature engineering. 

One-Hot Encoding: Is used to convert categorical variables, such as the 'Environmental 
Factor' and 'Event type' columns, into binary features. This process creates new columns for 
each unique category, where a value of 1 indicates the presence of that category and 0 
indicates its absence. This transformation allows the categorical data to be represented 
numerically and facilitates the inclusion of these variables in analytical models. 

1. encoder = OneHotEncoder(sparse=False) 
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Imputation: Is employed to handle missing values in the dataset. Like in the 'Environmental 
Factor' column, is imputed using the most frequent value strategy, which replaces missing 
values with the category that appears most frequently in the column. This ensures that the 
imputed values align with the majority of the data and reduces the impact of missing values 
on subsequent analysis. 

1. imputer = SimpleImputer(strategy='most_frequent')  

Feature Scaling: Is applied to ensure that the numerical features in the dataset have a 
consistent scale. Such as the 'Environmental Factor' column after imputation, which scales 
the data to have zero mean and unit variance. This step is important to avoid biases that can 
arise from features with different scales and to improve the performance of certain Machine 
Learning algorithms. 

1. scaler = StandardScaler() 

Feature Engineering: Such as the 'Part of Body' column to create a new column called 
'BodyPartGroup'. This process categorizes body parts into groups based on their anatomical 
regions. The 'BodyPartGroup' column is then one-hot encoded to represent each group as 
binary features. This feature engineering step enhances the dataset by introducing additional 
meaningful information and capturing potential patterns related to different body part 
groups. 

These preprocessing techniques facilitate the standardization of data, effective 
handling of missing values, conversion of categorical variables into numerical forms, and 
derivation of meaningful additional features. These steps ensure that the dataset is well-
prepared for more precise and dependable analysis and modeling endeavors. 

4.7  FEATURES SELECTION  

4.7.1  Extract and Separating Features and Target 
1. #Extarct our Target  
2. X = osha[[''nature_of_inj', 'part_of_body', 'event_type', 'evn_factor', 'hum_factor', 
'task_assigned', 'fat_cause',…']] #we have now 105 columns as features  
3. Y = osha['Degree of Injury']  

First, we extract the target (features) columns from our dataset. These columns 
includer 'nature_of_inj', 'part_of_body', 'event_type', 'evn_factor', 'hum_factor', 
'task_assigned', 'fat_cause', and several environmental factors such as 'Environmental 
Factor_Catch Point/Puncture Action', 'Environmental Factor_Chemical Action/Reaction 
Expos', 'Environmental Factor_Flammable Liquid/Solid Exposure', and others.  

Additionally, we extract columns related to different types of injuries such as 
'Absorption', 'Bite/sting/scratch', 'Card-vascular/resp. fail.', 'Caught in or between', 'Fall 
(from elevation)', 'Fall (same level)', 'Ingestion', 'Inhalation', 'Other', 'Rep. Motion/pressure', 
'Rubbed/abraded', 'Shock', 'Struck against', 'Struck-by', and body part groupings like 
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'BodyPartGroup_Extremities', 'BodyPartGroup_Head and Neck', 'BodyPartGroup_Lower 
Body', 'BodyPartGroup_Other', 'BodyPartGroup_Upper Body'.  

Furthermore, we include additional sets of environmental factors and body part 
groupings, as well as columns related to the average degree of injury. We assign the extracted 
columns to the variable X, which represents the input features for our analysis.  

Next, we assign the column 'Degree of Injury' from our dataset to the variable Y, 
which represents the target variable we want to predict or analyze. By extracting these 
specific columns, we aim to focus on relevant information related to the nature of injuries, 
body parts affected, environmental factors, the degree of injury etc... 

4.8  APPLICATION OF MACHINE LEARNING 
We trained each algorithm on the preprocessed dataset using appropriate training and 

validation strategies. This involved splitting the data into training and validation sets, and 
then fitting the model on the training data while evaluating its performance on the validation 
data. 

4.8.1 Evaluation Metrics for Comparing Machine Learning Algorithms 

When evaluating Machine Learning algorithms, we rely on various performance 
metrics to assess their effectiveness. These metrics provide valuable insights into the 
algorithm's performance and allow us to compare different models. Let's explore some 
commonly used evaluation metrics: 

Confusion Matrix: The confusion matrix is a tabular representation utilized to evaluate the 
effectiveness of a classification model.[44] 

 
Predicted 

FALSE TRUE 

Actual 
FALSE TN = 2 FP =1 
TRUE FN = 0 TP = 6 

Figure 4-10: Confusion Matrix 

− True Negatives (TN): Actual FALSE, which was predicted as 
− FALSE 
− False Positives (FP): Actual FALSE, which was predicted as TRUE 
− (Type I error) 
− False Negatives (FN): Actual TRUE, which was predicted as FALSE 
− (Type II error) 
− True Positives (TP): Actual TRUE, which was predicted as TRUE 
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Ideally a good model should have high TN and TP and less of Type I & II errors. 
Table 4-5 describes the key metrics derived out of the confusion matrix to understand 
the classification model performance.[44] 

Table 4-3: Classification Performance Matrices 

Metric Description Formula 

Accuracy What % of predictions were 
correct? (TP+TN)/(TP+TN+FP+FN) 

Misclassification Rate What % of prediction is 
wrong? 

(FP+FN)/(TP+TN+FP+FN) 

True Positive Rate OR 
Sensitivity OR Recall 
(completeness) 

What % of positive cases did 
model catch? TP/(FN+TP) 

False Positive Rate What % of 'No' were predicted 
as 'Yes'? 

FP/(FP+TN) 

Specificity 
What % of 'No' were predicted 
as 'No'? TN/(TN+FP) 

Precision (exactness) What % of positive predictions 
were correct? TP/(TP+FP) 

F1 score Weighted average of precision 
and recall 

2*((precision * recall) / 
(precision + recall)) 

ROC Curve: A ROC curve is one more important metric, and it’s a most commonly used 
way to visualize the performance of a binary classifier, and AUC is believed to be one of the 
best ways to summarize performance in a single number. AUC indicates that the probability 
of a randomly selected positive example will be scored higher by the classifier than a 
randomly selected negative example. In case of multiple models with nearly the same 
accuracy, we can pick the one that gives a higher AUC.[44] 

Figure 4-11: ROC Curve 
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Mean Squared Error (MSE):  Measures the average squared difference between the 
predicted and actual values. It gives us an idea of how close the predicted values are to the 
actual values. A lower MSE indicates better accuracy and a better fit of the model to the 
data.[65] 

Mean Absolute Error (MAE):  Calculates the average absolute difference between the 
predicted and actual values. It provides a measure of the average magnitude of the errors. 
Like MSE, a lower MAE indicates better accuracy and a better fit of the model.[65]  

R-squared (R2) Score:  Represents the proportion of the variance in the dependent variable 
that can be explained by the independent variables. It ranges from 0 to 1, with 1 indicating a 
perfect fit. A higher R2 score signifies that the model captures a larger portion of the target 
variable's variability.[65]  

Classification Report: Is used for evaluating classification models. It provides metrics such 
as precision, recall, and F1-score for each class, along with the overall accuracy. Precision 
measures the proportion of correctly predicted positive instances, recall calculates the 
proportion of actual positive instances correctly identified, and the F1-score combines both 
precision and recall.[66]  

By utilizing these evaluation metrics, we can quantitatively assess the performance of 
Machine Learning algorithms. They enable us to compare different models and make 
informed decisions about which algorithm is the most suitable for our specific task. 

4.8.2 Splitting The Data 

1. #Split the data into training & testing dataset 
2. X_train, X_test, Y_train, Y_test = train_test_split(X_scaled, Y, test_size=0.3, 
random_state=2) 

First, we split the dataset into training and testing datasets using the ̀ train_test_split` 
function from the scikit-learn library.  

We pass the scaled input features `X_scaled` and the target variable `Y` to the 
function. The `test_size` parameter is set to 0.3, indicating that we want to allocate 30% of 
the data for testing, while the remaining 70% will be used for training.  

Additionally, we set the `random_state` parameter to 2 to ensure reproducibility. 
This random state value is used to shuffle the data before splitting it, so by setting it to a 
specific value, we can obtain the same train-test split each time we run the code. 

The function returns four sets of data: `X_train`, `X_test`, `Y_train`, and `Y_test`.  

- `X_train` contains the training data for the input features, which is 70% of the scaled 
data. 

- `X_test` contains the testing data for the input features, which is 30% of the scaled data. 
- `Y_train` contains the training data for the target variable, which corresponds to the 

degree of injury. It is 70% of the target variable data. 
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- `Y_test` contains the testing data for the target variable, corresponding to the degree of 
injury. It is 30% of the target variable data. 

This split allows us to train a model using the training data and evaluate its 
performance on unseen data using the testing data. 

4.8.3 Support Vector Machine Classifier (SVC) 

We chose the SVM algorithm because of its capability to handle non-linear 
relationships, high-dimensional data, and outliers. With SVMs, we can effectively perform 
binary classification tasks, which aligns with our goal of predicting incident severity. 
Additionally, SVMs have been successfully applied in various domains, showcasing their 
reliability and versatility. 

4.8.3.1 Create and Train the Support Vector Machine Classifier (SVC) 
Algorithm 

 1. from sklearn.svm import SVC 
 2. from sklearn.metrics import mean_squared_error, mean_absolute_error, r2_score 
 3. from sklearn.metrics import classification_report 
 4. from sklearn import metrics 
 5. from sklearn.metrics import roc_auc_score, roc_curve 
 6. #Create the SVM classifier 
 7. clf2 = SVC(kernel='linear', C=1.0, random_state=0) 
 8. #Train the classifier 
 9. clf2.fit(X_train, Y_train) 
10. # Make predictions on the test 
11. Y_pred_clf2 = clf2.predict(X_test) 
12. #Generate evaluation metrics on the training set 
13. train_accuracy = metrics.accuracy_score(Y_train, clf2.predict(X_train)) 
14. train_confusion_matrix = metrics.confusion_matrix(Y_train, clf2.predict(X_train)) 
15. train_classification_report = metrics.classification_report(Y_train, 
clf2.predict(X_train)) 
16. #Generate evaluation metrics on the testing set 
17. test_accuracy = metrics.accuracy_score(Y_test, clf2.predict(X_test)) 
18. test_confusion_matrix = metrics.confusion_matrix(Y_test, clf2.predict(X_test)) 
19. test_classification_report = metrics.classification_report(Y_test, 
clf2.predict(X_test)) 
20. # Calculate AUC and ROC for training data 
21. train_probs = clf2.decision_function(X_train) 
22. train_auc = roc_auc_score(Y_train, train_probs) 
23. train_fpr, train_tpr, _ = roc_curve(Y_train, train_probs) 
24. # Calculate AUC and ROC for testing data 
25. test_probs = clf2.decision_function(X_test) 
26. test_auc = roc_auc_score(Y_test, test_probs) 
27. test_fpr, test_tpr, _ = roc_curve(Y_test, test_probs) 
28. # Calculate evaluation metrics 
29. mse_clf2 = mean_squared_error(Y_test, Y_pred_clf2) 
30. mae_clf2 = mean_absolute_error(Y_test, Y_pred_clf2) 
31. r2_clf2 = r2_score(Y_test, Y_pred_clf2) 
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Explanation: 

In this code, we are performing classification using Support Vector Classifier (SVC). 
We import the necessary modules and functions from scikit-learn to calculate evaluation 
metrics and create classification reports. First, we create an SVM classifier by instantiating 
the SVC class with the desired parameters. In this case, we choose a linear kernel and set the 
regularization parameter C to 1.0. Next, we train the classifier using the fit() method by 
passing the training data X_train and corresponding labels Y_train. 

To evaluate the model's performance, we make predictions on the test set (X_test) 
using the predict() method, and store the predicted labels in Y_pred_clf2. We then generate 
evaluation metrics for both the training and testing sets. The accuracy_score() function from 
the metrics module is used to calculate the accuracy of the predictions. The 
confusion_matrix() function is used to compute the confusion matrix, which provides 
information about true positives(TP), true negatives(TN), false positives(FP), and false 
negatives(FN). The classification_report() function generates a report with precision, 
recall, and F1-score for each class. 

Additionally, we calculate the Area Under the Curve (AUC) and Receiver Operating 
Characteristic (ROC) for both the training and testing sets. The decision_function() method 
of the SVM classifier returns the decision scores, which are then used to compute the AUC 
using the roc_auc_score() function. The roc_curve() function generates the false positive 
rate (FPR) and true positive rate (TPR) for creating the ROC curve. 

Finally, we calculate the Mean Squared Error (MSE), Mean Absolute Error (MAE), 
and R-squared (R2) score using the respective functions from the metrics module. These 
metrics provide insights into the accuracy and performance of the SVM classifier in 
predicting the incident severity. In summary, this code demonstrates the training and 
evaluation process for an SVM classifier. 

4.8.3.2 Support Vector Machine Classifier Performance and Results 

Table 4-4: SVM Classifier Performance 

Metric Training Set Testing Set 
AUC 0.9763 0.9706 
Mean Squared Error - 0.0845 
Mean Absolute Error - 0.0845 
R-squared (R2) Score - 0.6503 
Accuracy 0.9304 0.9155 
Confusion Matrix  

- True Negative (TN) 1169 524 
- False Positive (FP) 119 71 
- False Negative (FN) 117 52 
- True Positive (TP) 1987 808 
Classification Report  
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In the SVC algorithm, we achieved high performance in both the training and testing 
sets. The AUC values of 0.9763 for the training set and 0.9706 for the testing set indicate 
that the model has excellent discriminative ability in distinguishing between the two classes. 
The high AUC scores suggest that the model's predicted probabilities are well-calibrated. 

When evaluating the model's accuracy, we obtained an accuracy of 0.9304 on the 
training set and 0.9155 on the testing set. This means that the model correctly predicted the 
class labels for a significant portion of the instances in both sets. Looking at the confusion 
matrix, we can see that the model achieved a high number of true negatives (TN) with 1169 
in the training set and 524 in the testing set. The false positive (FP) and false negative (FN) 
values are relatively low, indicating that the model made fewer incorrect predictions. 

 

Metric Training Set Testing Set 
- Precision (Class 0) 0.9100 0.91 
- Precision (Class 1) 0.9400 0.92 
- Recall (Class 0) 0.9100 0.88 
- Recall (Class 1) 0.9400 0.94 
- F1-score (Class 0) 0.9100 0.89 
- F1-score (Class 1) 0.9400 0.93 
Support 3392 1455 

Figure 4-12: SVM Classifier Confusion Matrix Heatmap 

Figure 4-13: Plot ROC Curve - SVM Classifier 
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Examining the precision, recall, and F1-score metrics, we observe consistently high 
values for both classes (0 and 1) in both sets. The precision values of 0.9100 for class 0 and 
0.9400 for class 1 indicate that the model has a high ability to correctly identify positive 
instances. The recall values of 0.9100 for class 0 and 0.9400 for class 1 indicate that the 
model effectively captures a high proportion of the actual positive instances. The F1-score 
values reflect a balanced combination of precision and recall. 

The support values indicate the number of instances for each class in the dataset, with 
3392 instances in the training set and 1455 instances in the testing set. 

In general, the (SVM) Classifier algorithm demonstrates strong performance in terms 
of accuracy, AUC, precision, recall, and F1-score. It effectively classifies instances into the 
correct classes and shows a high level of predictive power. The low mean squared error, 
mean absolute error, and the relatively high R-squared (R2) score further indicate the model's 
good fit to the data and its ability to explain the variance in the target variable. 

Note: The following algorithms will follow a similar methodology to the Support Vector 
Machine (SVM) in terms of calculating evaluation metrics and generating classification 
reports. However, we will focus on explaining the creation of the algorithm part for each. In 
summary, while the calculation of evaluation metrics and generation of classification reports 
remain consistent across models 

4.8.4  K-Nearest Neighbors (KNN) Classifier 

We chose the K-nearest Neighbors (KNN) algorithm for our work because it offers 
simplicity, effectiveness, and the ability to capture complex relationships in the data. KNN 
is a non-parametric algorithm that works based on the similarity of instances and does not 
make assumptions about data distribution. It is suitable for classification tasks and can 
handle both numerical and categorical features. The KNN algorithm is robust to outliers and 
can capture nonlinear relationships. Considering the characteristics of our dataset, including 
diverse feature types and potential complex patterns, we found KNN to be a valuable choice. 
4.8.4.1 Create and Train the K-Nearest Neighbors (KNN) Classifier  

 1. from sklearn.neighbors import KNeighborsClassifier 
 2. #Creat and train the KNN model : 
 3. KNN = KNeighborsClassifier(n_neighbors=5, p=2, metric='minkowski') 
 4. KNN.fit(X_train, Y_train) 

Explanation: 

First, we import the necessary class from scikit-learn: KNeighbors-Classifier. We 
create an instance of the classifier, specifying the desired parameters such as the number 
(n_neighbors=5) This specifies that the algorithm will consider the 5 nearest neighbors when 
making predictions. It is a commonly used value, but it can be adjusted based on the specific 
problem and dataset.  p=2: This parameter indicates the power parameter for the Minkowski 
distance metric. In this case, p=2 corresponds to using the Euclidean distance metric. Other 
distance metrics can be used by modifying this parameter. metric='minkowski': This 
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parameter defines the distance metric used to measure the similarity between instances. In 
our case, we choose the Minkowski distance, which generalizes other distance metrics like 
Euclidean and Manhattan. Next, we train the KN Classifier algorithm on the training data by 
calling the fit() function and passing the training features (X_train) and labels (Y_train). 

To evaluate the performance of the model, we generate various evaluation metrics 
on both the training and testing sets just like in the SVM model.  

4.8.4.2 K-Nearest Neighbors (KNN) Classifier Performance and Results 

Table 4-5: KNN Classifier Performance 

Metric Training Set Testing Set 
AUC 0.9771 0.9374 
Mean Squared Error - 0.1251 
Mean Absolute Error - 0.1251 
R-squared (R2) Score - 0.4825 
Accuracy 0.9172 0.8749 
Confusion Matrix  
- True Negative (TN) 1141 495 
- False Positive (FP) 147 100 
- False Negative (FN) 134 82 
- True Positive (TP) 1970 778 
Classification Report  
- Precision (Class 0) 0.8900 0.86 
- Precision (Class 1) 0.9300 0.89 
- Recall (Class 0) 0.8900 0.83 
- Recall (Class 1) 0.9400 0.9 
- F1-score (Class 0) 0.8900 0.84 
- F1-score (Class 1) 0.9300 0.89 
Support 3392 1455 

In the KNN model, we obtained reasonably good performance on both the training 
and testing sets. The AUC values of 0.9771 for the training set and 0.9374 for the testing set 
indicate that the model has good discriminatory power in distinguishing between the two 
classes, although it is slightly lower than the SVM model. The accuracy of the KNN model 
was 0.9172 on the training set and 0.8749 on the testing set. This means that the model 
correctly predicted the class labels for a significant portion of the instances in both sets, 
although the accuracy is slightly lower than the SVM model. Looking at the confusion 
matrix, we can see that the KNN model achieved a high number of (TN) with 1141 in the 
training set and 495 in the testing set. However, there are relatively higher (FP) and (FN) 
values compared to the SVM model.  
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Examining the precision, recall, and F1-score metrics, we observe relatively high 
values for both classes (0 and 1) in both sets. The precision values of 0.8900 for class 0 and 
0.9300 for class 1 in the training set indicate that the model has a good ability to correctly 
identify positive instances. The recall values of 0.8900 for class 0 and 0.9400 for class 1 in 
the training set indicate that the model captures a good proportion of the actual positive 
instances. The F1-score values reflect a balanced combination of precision and recall. 

The KNN model shows higher MSE, MAE, and lower (R2) score compared to the 
SVM model, suggesting that it may not fit the data as well.  

Overall, the KNN model demonstrates reasonable performance with respect to 
accuracy, precision, recall, and F1-score. However, it shows lower discriminative ability 
(AUC) and lower predictive power compared to the SVM model. The model's performance 
may benefit from further refinement or exploration of alternative algorithms. 

4.8.5  Random Forest Classifier (RFC) 

We chose the (RFC) because it is an ensemble learning method that combines multiple 
decision trees, allowing us to capture complex relationships and reduce the risk of 
overfitting. Additionally, RFC is robust to outliers and provides insights into feature 
importance, making it suitable for our analysis. Its ability to handle categorical variables 
without explicit encoding adds further convenience. 

 

Figure 4-14: KNN Classifier Confusion Matrix Heatmap 

Figure 4-15: Plot ROC Curve - KNN Classifier 
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4.8.5.1 Create and Train the (RF) Classifier 

 1. from sklearn.ensemble import RandomForestClassifier 
 2. # Create a Random Forest classifier (RFC) model 
 3. rfc_model = RandomForestClassifier(n_estimators=100, random_state=42) 
 4. rfc_model.fit(X_train, Y_train) 

Explanation: 

To create the RFC we import the necessary class from scikit-learn: 
RandomForestclassifier. Create an instance of the RFC with 100 estimators (number of 
decision trees) and set the random_state parameter to ensure reproducibility of results. Then, 
we fit the model to the training data using the fit() method. And then do the calculation. 

4.8.5.2 Random Forest Classifier (RFC) Performance and Results 

Table 4-6: RF Classifier Performance 

Metric Training Set Testing Set 
AUC 1 0.9705 
Mean Squared Error (MSE) - 0.0708 
Mean Absolute Error (MAE) - 0.0708 
R-Squared (R2) Score - 0.7071 
Accuracy 1 0.9292 
Confusion Matrix  
- True Negative (TN) 1288 538 
- False Positive (FP) 0 57 
- False Negative (FN) 0 46 
- True Positive (TP) 2104 814 
Classification Report  
- Precision (Class 0) 1.0000 0.92 
- Precision (Class 1) 1.0000 0.93 
- Recall (Class 0) 1.0000 0.9 
- Recall (Class 1) 1.0000 0.95 
- F1-Score (Class 0) 1.0000 0.91 
- F1-Score (Class 1) 1.0000 0.94 
Support 3392 1455 

 

In terms of AUC, the model achieved a perfect score of 1.0 on the training set, 
indicating excellent discriminatory power in distinguishing between the two classes. On the 
testing set, the AUC was 0.9705, which suggests that the model performs well in classifying 
instances correctly. The (MSE) and (MAE) were both low, indicating that the model's 
predictions have minimal deviation from the true values. The (R2) score of 0.7071 suggests 
that approximately 70.71% of the variance in the target variable can be explained by the 
model, indicating a reasonable fit to the data. The model achieved high accuracy on both the 
training set (1.0) and the testing set (0.9292), indicating that it correctly classified a 
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significant proportion of the instances. The confusion matrix provides that the model 
correctly classified 1288 true negatives and 2104 true positives in the training set, as well as 
538 true negatives and 814 true positives in the testing set. However, it made 57 false positive 
errors and 46 false negative errors in the testing set. The classification report provides further 
insights into the precision, recall, and F1-score for each class. In both the training and testing 
sets, the model achieved perfect precision for class 0, indicating that it rarely misclassified 
instances as class 0. The precision for class 1 was also high, with values of 1.0 in the training 
set and 0.93 in the testing set, suggesting that the model correctly identified a large portion 
of class 1 instances. The recall (sensitivity) values indicate that the model identified nearly 
all instances of class 0, with a recall of 1.0 in the training set and 0.9 in the testing set. The 
recall for class 1 was also high, with values of 1.0 in the training set and 0.95 in the testing 
set. The F1-scores, which consider both precision and recall, were also high for both classes 
in both sets. 

In summary, the Random Forest Classifier demonstrated exceptional performance 
across various metrics, including AUC, accuracy, precision, recall, and F1-score. It 
effectively distinguished between the two classes, providing reliable predictions for the 
given dataset. 

 

Figure 4-16: RF Classifier Confusion Matrix Heatmap 

Figure 4-17: Plot ROC Curve - RF Classifier 
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4.8.6  The Logistic Regression (LR) 

We chose the (LR) model for our work due to its well-established nature, 
interpretability, and suitability for our dataset's characteristics. LR allows us to understand 
the impact of features on incident severity and handle a combination of numerical and 
categorical variables. Its computational efficiency and scalability make it a practical choice 
for large datasets.  

4.8.6.1 Create and Train the Logistic Regression (LR) 

1. # Creat and train the Logistic Regression (LR) model 
2. from sklearn.linear_model import LogisticRegression 
3.   
4. lr_model = LogisticRegression() 
5. lr_model.fit(X_train, Y_train) 

Explanation: 

In this code snippet, we are creating and training a (LR) model, start by importing 
the LogisticRegression class from the sklearn.linear_model module. Next, we instantiate an 
instance of the LogisticRegression class and assign it to the variable lr_model. This object 
will serve as our LR model. Then train the LR model using the fit() method, passing in the 
training data X_train and the corresponding labels Y_train. This step involves finding the 
optimal coefficients for the LR model that best fit the training data and allow us to make 
accurate predictions. By executing this code, we are effectively training the LR model on 
our dataset. 

4.8.6.2 Logistic Regression (LR) Performance and Results 

Table 4-7: LR Performance 

Metric Training Set Testing Set 
AUC 0.9768 0.9707 
Mean Squared Error (MSE) - 0.0866 
Mean Absolute Error (MAE) - 0.0866 
R-Squared (R2) Score - 0.6417 
Accuracy 0.9287 0.9134 
Confusion Matrix  
- True Negative (TN) 1170 525 
- False Positive (FP) 118 70 
- False Negative (FN) 124 56 
- True Positive (TP) 1980 804 
Classification Report  
- Precision (Class 0) 0.9000 0.9 
- Precision (Class 1) 0.9400 0.92 
- Recall (Class 0) 0.9100 0.88 
- Recall (Class 1) 0.9400 0.93 
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Metric Training Set Testing Set 
- F1-Score (Class 0) 0.9100 0.89 
- F1-Score (Class 1) 0.9400 0.93 
Support 3392 1455 

The LR model achieved promising results, with an AUC of 0.9768 on the training 
set and 0.9707 on the testing set. This indicates that the model has good discriminatory power 
in distinguishing between different severity levels. Exhibited high accuracy, with an 
accuracy of 0.9287 on the training set and 0.9134 on the testing set. This suggests that the 
model is effective in correctly classifying the severity of incidents in both datasets. 

Examining the confusion matrix, we see that the LR model achieved a high number 
of true negatives (TN) and true positives (TP), indicating its ability to correctly predict both 
low and high incidents severity. The model's precision, recall, and F1-scores are also 
consistently high for both classes, demonstrating its balanced performance in classifying 
incidents of high severity levels. 

The LR model demonstrates strong predictive capabilities in identifying incident 
severity. Its accuracy, AUC, and robust performance across the various evaluation metrics. 

 

Figure 4-18: LR Confusion Matrix Heatmap 

Figure 4-19: Plot ROC Curve - LR 
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4.8.7  Multilayers Perception (MLP) 

4.8.7.1 Create and Train the Multilayers Perception (MLP) Classifier  

1. from sklearn.neural_network import MLPClassifier 
2. #Creat and train the (MLP) model : 
3. MLP_model = MLPClassifier(hidden_layer_sizes=(256, 128, 64), activation='relu', 
random_state=42) 
4. MLP_model.fit(X_train,Y_train) 

Explanation: 

We incorporated a Multilayer Perceptron MLP Classifier model from the scikit-learn 
library. The MLP model is a type of artificial neural network that consists of multiple layers 
of interconnected nodes or neurons. It is trained using backpropagation to learn complex 
patterns and relationships within the data. For our MLP model, we specified a hidden layer 
architecture with three layers, having 256, 128, and 64 neurons respectively. The activation 
function used in each neuron is the rectified linear unit (ReLU), which helps introduce non-
linearity into the model and enables it to learn complex decision boundaries. During the 
training process, we fitted the MLP model to the training data using the fit method. This 
process involved adjusting the weights and biases of the network to minimize the difference 
between the predicted labels and the true labels in the training set. 

4.8.7.2 Multilayers Perception (MLP) Classifier Performance and Results 

Table 4-8: MLP Classifier Performance 

Metric Training Set Testing Set 
AUC 0.9998 0.9593 
Mean Squared Error - 0.1038 
Mean Absolute Error - 0.1038 
R-Squared (R2) Score - 0.5706 
Accuracy 0.9938 0.8962 
Confusion Matrix  
- True Negative (TN) 1275 514 
- False Positive (FP) 13 81 
- False Negative (FN) 8 70 
- True Positive (TP) 2096 790 
Classification Report  
- Precision (Class 0) 0.99 0.88 
- Precision (Class 1) 0.99 0.91 
- Recall (Class 0) 0.99 0.86 
- Recall (Class 1) 1.00 0.92 
- F1-Score (Class 0) 0.99 0.87 
- F1-Score (Class 1) 1.00 0.91 
Support 3392 1455 
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The model achieved high accuracy, correctly predicting the severity of incidents in 
the training set with an accuracy of 99.38% and in the testing set with an accuracy of 89.62%. 
The (MAE) was 0.1038 for both the training and testing sets. This indicates that, on average, 
the predicted incident severity values deviate from the actual values by approximately 
0.1038. The AUC values, were 0.9998 for the training set and 0.9593 for the testing set. 
These values suggest that the model has excellent discriminatory power and can effectively 
differentiate between incident severity levels. Looking at the confusion matrix, we can see 
that the model made a small number of false predictions. In the training set, it correctly 
identified 1275 incidents as non-severe (true negatives) and 2096 incidents as severe (true 
positives). In the testing set, it correctly identified 514 non-severe incidents and 790 severe 
incidents. The classification report provides additional insights into the model's 
performance. It shows high precision, recall, and F1-score values for both classes in both the 
training and testing sets, indicating a balanced performance between identifying non-severe 
and severe incidents. 

The MLP model demonstrates strong predictive capabilities for incident severity 
classification, with high accuracy and robust performance metrics.  

 

 

Figure 4-20: MLP Classifier Confusion Matrix Heatmap 

Figure 4-21: Plot ROC Curve - MLP Classifier 
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4.9  DISCUSSION  
Our study delves into the realm of incident severity classification in workplace 

safety, where we evaluated the prediction capabilities of five machine learning models: 
Support Vector Machine (SVM), k-Nearest Neighbors (KNN), Random Forest, Logistic 
Regression, and Multi-Layer Perceptron (MLP). In this discussion, we'll delve into the 
insights we gleaned from this evaluation and their practical implications for improving 
incident severity prediction. 

Model Performance and Comparisons 

Our evaluation brought to light a diverse range of model performances across 
various metrics. The Random Forest model stood out, displaying strong alignment between 
precision, recall, and F1-score. Its excellent Area Under the Curve (AUC) value and 
minimal errors underscore its robustness in classifying incidents effectively. 

The SVM, KNN, and Logistic Regression models also exhibited respectable 
performances, each with unique strengths. SVM demonstrated good accuracy and AUC, 
signaling its capability in discerning incident severity. KNN, though trailing slightly in 
AUC, showcased competitive recall, hinting at its proficiency in detecting true positives. 
Logistic Regression, while overall sound, could benefit from enhanced precision and 
recall, making it apt for more balanced prediction needs. The MLP, while promising, 
struck a trade-off between precision and recall when compared to the Random Forest. This 
suggests its applicability in scenarios valuing a balanced prediction approach. 

Making Sense of the Results 

Understanding the models' divergent performances requires a closer look at their 
underlying mechanisms. The Random Forest's ensemble design empowers it to grasp 
intricate data relationships, which explains its superior predictive ability. SVM's adeptness 
in creating effective decision boundaries contributes to its well-rounded performance. 
KNN's reliance on nearby data instances influences its recall, and the linear nature of 
Logistic Regression shapes its strengths and limitations 

Practical Significance and Future Avenues 

Our findings hold significant implications for real-world application. The Random 
Forest's predictive accuracy can inform strategic decisions on risk management and 
resource allocation. Meanwhile, the SVM, KNN, and Logistic Regression models provide 
alternative choices suited to specific application needs. 

As we move forward, opportunities for deeper exploration emerge. Exploring 
ensemble methods, model interpretability techniques, and enhancing the dataset with more 
diverse features could further elevate predictive accuracy. 

In closing, our evaluation marks a milestone in advancing incident severity 
prediction. By grasping the unique strengths and trade-offs of each model, both 
practitioners and researchers can tailor their choices to specific application contexts, 
ultimately fostering safer and more secure work environments.  
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4.10 LIMITATION AND CHALLENGES 
Our study has illuminated certain limitations and challenges inherent to our research, 

which is essential for a comprehensive understanding of our results and their implications. 
These considerations offer valuable insights into the complexity of incident severity 
classification and highlight areas for further refinement and investigation. 

The availability and quality of data surfaced as a significant consideration. While we 
employed rigorous data collection methods, the accuracy and reliability of our incident 
severity classification inherently depend on the comprehensiveness and accuracy of the 
training data. 

Class imbalance, a common challenge in predictive modeling, also appeared in our 
study. Despite implementing sophisticated sampling techniques and evaluation metrics, 
this issue underscores the intricacies of modeling real-world scenarios with varied class 
distributions. 

Selecting and engineering meaningful features posed another challenge. While we 
meticulously curated our feature set, the richness of contextual information and domain-
specific variables might still contain untapped potential that future studies could explore. 

Interpreting results, particularly with the Random Forest model, posed challenges 
due to its ensemble nature. Balancing predictive power with interpretability remains an 
ongoing consideration, especially in scenarios where model transparency is vital. 

Lastly, we acknowledge the scope limitation of our study. Our findings are rooted in 
a specific dataset and context, which underlines the need for diversified datasets and 
broader context exploration in future research. 

4.11 FURTHER DIRECTIONS AND FUTURE IMPLICATIONS 

Beyond the Evaluation of Algorithm Performance: Exploring New Frontiers 

Our research serves as a stepping stone to multiple uncharted territories in the realm 
of incident severity classification. While our current study evaluated algorithm 
performance, it unveils promising avenues for future exploration that can significantly 
amplify the impact of our findings. 

Enhancing Model Accuracy and Interpretability through Feature Refinement 

One direction for advancement lies in refining our feature selection techniques. 
This refinement can concurrently bolster model accuracy and interpretability, elevating our 
ability to both predict and comprehend the factors influencing incident severity. 

Mitigating Class Imbalance: From Theory to Application 

The challenge of class imbalance in predictive modeling presents an exciting 
avenue for further investigation. Strategies such as oversampling, under-sampling, and 
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ensemble methods could enhance the model's proficiency in accurately predicting incident 
severity, making strides towards a more equitable classification approach. 

Unleashing the Power of Ensemble Models 

Delving into ensemble models, which amalgamate the strengths of multiple 
algorithms, promises a higher echelon of predictive performance. This avenue holds 
immense potential to push the boundaries of incident severity classification and deepen our 
understanding of intricate relationships within the data. 

Emphasizing Interpretability for Informed Decision-Making 

Ensuring interpretability in model outcomes is a vital trajectory. It aligns with the 
necessity for transparent decision-making in safety management, allowing stakeholders to 
comprehend the rationale behind the model's predictions and make well-informed choices. 

Real-Time Implementation: Bridging Theory and Practice 

Translating our developed Machine Learning models into real-time systems stands 
as a pivotal milestone for practical implementation. By seamlessly integrating these 
models, we bridge the gap between theoretical advancements and their tangible impact on 
enhancing workplace safety. 

Broadening Horizons: Evaluating Cross-Domain Effectiveness 

Validating the efficacy and robustness of our models across diverse datasets is 
essential. This cross-domain evaluation ensures that our findings extend beyond our 
current scope, facilitating the broad applicability of Machine Learning in incident severity 
classification. 

In pursuing these multifaceted directions, we pave the way for the advancement and 
efficacy of Machine Learning applications in incident severity classification. This journey 
holds promise for cultivating informed decision-making, fortifying risk mitigation 
strategies, and ultimately fostering safer and more secure work environments. 

4.12   CONCLUSION  
In this chapter, we explored the application of Machine Learning models for predicting 

the severity of incidents in safety management. After evaluating different algorithms, 
including SVM, KNN, Random Forest, Logistic Regression, and MLP, we found that the 
Random Forest model gives us the best performance in classifying incidents as fatal or non-
fatal based on the relevant features we used. It demonstrated high accuracy, precision, recall, 
and F1-score, making it a valuable tool for incident severity classification. It has the potential 
to enhance decision-making, resource allocation, and risk mitigation strategies across 
various industries. 

However, we also identified several limitations and challenges that need to be 
addressed. These include data availability and quality, class imbalance, feature selection, 
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model interpretability, and the generalizability of the findings. By overcoming these 
challenges, we can improve the reliability and applicability of incident severity classification 
models. 

Moving forward, we plan to explore further avenues to enhance the performance and 
practicality of the models. This includes investigating interpretability techniques, refining 
feature engineering processes, and optimizing the models for better accuracy and efficiency. 

Overall, our study contributes valuable insights into the use of Machine Learning in 
safety management and incident severity prediction. By leveraging advanced algorithms and 
data-driven approaches, organizations can make informed decisions, mitigate risks, and 
foster safer working environments. Continued research and advancements in Machine 
Learning will drive further improvements in safety management practices and contribute to 
the prevention of incidents across industries. 
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GENERAL CONCLUSION 

In this thesis, we have conducted an in-depth investigation into the application of 
advanced machine learning techniques for predicting the severity of incident classes in the 
domain of safety management. Our goal was to explore how artificial intelligence and 
machine learning algorithms can be leveraged to enhance safety management processes and 
provide more accurate predictions. 

Through a comprehensive literature review, we have examined the current state of 
research and practice in using AI and machine learning for safety management. We have 
identified various applications of machine learning in risk assessment and explored different 
implementation approaches across industries. By analyzing the existing body of knowledge, 
we have gained insights into the potential benefits and challenges associated with integrating 
machine learning into safety management workflows. 

In the chapter dedicated to safety management, we have laid the foundation by 
discussing the fundamental concepts and components of effective safety management 
systems. We have highlighted the importance of hazard identification, incident reporting and 
investigation, and fostering a positive safety culture. Furthermore, we have emphasized the 
significance of risk assessment and its various phases, including risk identification, analysis, 
and evaluation. 

Delving into the realm of machine learning, we have provided a comprehensive 
overview of different types of machine learning algorithms. We have explained the 
principles behind supervised learning, unsupervised learning, and reinforcement learning, 
showcasing their unique capabilities and applications. Additionally, we have discussed the 
data-driven approach and presented different frameworks for building machine learning 
systems, allowing for a structured and systematic implementation of machine learning 
models in safety management. 

In our practical work, we have employed a robust methodology to predict the severity 
of incident classes using machine learning algorithms. We have carefully selected the OSHA 
construction dataset from the Kaggle platform as our primary data source. Through 
exploratory data analysis, we have gained valuable insights into the dataset, enabling us to 
understand the patterns and distributions of the variables. 

To ensure data quality and model performance, we have applied pre-processing 
techniques to clean and transform the data. Feature selection methods have been employed 
to identify the most relevant attributes for predicting incident severity. By considering both 
textual and numerical data analysis techniques, we have maximized the information 
extracted from the dataset. 

Through rigorous experimentation, we have trained and evaluated several state-of-the-
art machine learning algorithms for incident severity classification. Support vector 
machines, k-nearest neighbors, random forest classifier, logistic regression, and multilayer 
perceptron models have been implemented and compared. We have utilized appropriate 
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evaluation metrics to assess the performance of each algorithm, considering accuracy, 
precision, recall, and F1-score. 

Our findings demonstrate the effectiveness and potential of machine learning in 
predicting the severity of incident classes. The random forest classifier emerged as the top 
performer, showcasing its ability to capture complex relationships and make accurate 
predictions. However, we also acknowledge the limitations and challenges associated with 
machine learning, such as the availability and quality of training data, class imbalance, 
feature selection, and model interpretability. 

To overcome these challenges, future research should focus on addressing the scarcity 
of training data through data augmentation techniques and leveraging domain knowledge for 
better feature selection. Techniques for handling class imbalance should be explored to 
ensure unbiased and reliable model predictions. Additionally, interpretability methods can 
be employed to provide insights into the decision-making process of the machine learning 
models, especially in safety management domains where transparency and explainability are 
crucial. 

In conclusion, our advanced research contributes to the growing body of knowledge 
on applying machine learning in safety management. By harnessing the power of AI and 
machine learning algorithms, we have demonstrated the potential for improved incident 
severity prediction. Our work provides valuable insights into the strengths and limitations of 
different machine learning algorithms and highlights the need for further advancements and 
considerations in data quality, model interpretability, and addressing class imbalance. 
Ultimately, by embracing and refining these machine learning techniques, safety 
management professionals can make more informed decisions, allocate resources efficiently, 
and mitigate risks effectively, leading to safer work environments and improved outcomes. 
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